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Total System Cost

TPC-C Throughput

Price/Performance

Availability Date

8
1Gb

160 Clients
IBM xSeries 226

2MB L2 Cache
2GB Memory
1 36GB Internal Drive

N

2x 3.2GHz Intel® Xeon™

Integrated 10/100/1000 Ethernet

Ethernet Switches
1Gb

IBM® System p5 595

32 Processor Chips with
64x 2.3GHz POWERS5+™ Cores
36MB L3 Cache per chip
2048GB Memory

8 36GB Internal SCSI Drives

86 2Gb Fibre Channel Adapters
8 10/100/1000 Ethernet Adapters

43 IBM System Storage DS4800

504 IBM System Storage DS4000 EXP81D
6400 36.4GB 15K RPM 2Gbps Drives
360 36.4GB 15K RPM 4Gbps Drives

$11,967,178 USD 4,016,222.19 $2.98 USD December 20, 2006

ProceDSSa;fgﬁis;CSgr?//_?;rea q Eﬁgggg? Operating System Other Software No. Users
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Storage

System Each of the 160 Clients Server
Components Quantity Description Quantity Description
Processors Chips oo | 32GHZIMBL3 Xeon | .,/ 100 2 3GHz POWER5+™
/Cores/Threads Processor
Memory 2 1024 MB 64 32GB
2 Integrated dual Ultra3SCSI
Disk Controllers 1 Ultra320 SCSI 86 2Gb FC Adapters
43 IBM System Storage DS4800
6400 36.4GB 15K RPM 2Gb FC
Disk Drives 1 36GB 360 36.4GB 15K RPM 4Gb FC
8 36.4GB 15K RPM SCSI
Total Storage 5,760 GB 220.4TB
Terminals 1 System Console 1 System Console
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Description Part No. Source Unit Price Qty Ext Price  Maint Price
Server Hardware
Server 1:9119 Model 595 9119-595 1 93,372 1 93,372 63,000
SCSI Cable, B&C TO Media Drawer, 1.5M, Mini-68P TO 68F 2137 1 275 1 275
RIO-2 (Remote I/0O-2) Cable, 3.5M 3147 1 728 8 5,824
RIO-2(Remote 1/0-2)Chl, 8.0M 3170 1 800 24 19,200
36.4 GB 15,000 RPM Ultra320 SCSI Disk Drive Assembly 3277 1 599 8 4,792
IBM 10/100/1000 Base-TX Ethernet PCI-X Adapter 5701 1 699 8 5,592
2 Gigabit Fibre Channel PCI-X Adapter 5716 1 1,999 90 179,910
PCI-X Dual Channel Ultra320 SCSI Adapter 5736 1 777 1 777
4.7 GB SCSI DVD-RAM Drive 5752 1 660 1 660
Expansion Rack, Powered 5792 1 60,000 1 60,000 3,960
I/O Drawer, 20 Slots, 8 Disk Bays 5794 1 30,000 8 240,000 32,640
Media Drawer, Rack Mounted 5795 1 1,700 1 1,700
I/0 Drw.Cbl.Grp, Prim.Rck/5U 6122 1 400 1 400
I/0 Drw.Cbl.Grp, Prim.Rck/1U 6123 1 400 1 400
Power Cable, I/O Drawer to Media Drawer 6179 1 300 1 300
Bulk Power Regulator 6186 1 4,000 10 40,000
Slim Line Doors 6251 1 6,000 2 12,000
Ethernet Cable, 15M, Hardware Management 7802 1 34 2 68
Bulk Power Controller Assembly 7803 1 4,000 4 16,000
Cooling Group, 2-4 Processor Books 7807 1 4,000 1 4,000
DC Power Converter, Processor Book 7809 1 6,000 12 72,000
Processor Clock Card, Programmable 7810 1 575 2 1,150
System Service Processor 7811 1 3,500 2 7,000
Multiplexer Card 7812 1 2,200 4 8,800
Processor Activation, #7668 2.3 Turbo 7668 1 31,800 64 2,035,200 506,880
Remote 1/0-2 (RIO-2) Loop Adapter, Two Port 7818 1 3,400 16 54,400
Pwr.Cbl.Grp, CEC Primary Fans 7821 1 650 1 650
Pwr.Cbl.Grp, 1st CEC Book 7822 1 650 1 650
Pwr.Cbl.Grp, 2nd CEC Book 7823 1 650 1 650
Pwr.Cbl.Grp, 3rd CEC Book 7824 1 650 1 650
Pwr.Cbl.Grp, 4th CEC Book 7825 1 650 1 650
Pwr.Cbl.Grp, 7807 Cooling Grp. 7826 1 650 1 650
Bulk Power Distribution Assembly 7837 1 2,500 6 15,000
Power Cables, 4x, 01U 7853 1 650 1 650
Power Cables, 4x, 05U 7854 1 650 1 650
Power Cables, 4x, 09U 7855 1 650 1 650
Power Cables, 4x, 19U 7857 1 400 1 400
Power Cables, 4x, 23U 7858 1 400 1 400
Power Cables, 4x, 27U 7859 1 400 1 400
512GB DDR1 Memory (16 X 32GB Cards) 8200 1 172,462 4 689,848
256GB Bundle DDR2 Activations 8493 1 480,000 8 3,840,000
Line Cord, 6AWG/Type W, 14ft, IEC309 60A Plug 8688 1 2,000 4 8,000
16-Way POWERS Turbo CUoD Processor Book, 0-Way Act 8968 1 127,200 4 508,800 68,640
HMC 1:7310-C04 Desktop Hardw.Mgmt.Console 7310-C04 1 1,830 1 1,830 1,344
IBM T541H /L150p 15 inch TFT Color Monitor 3637 1 508 1 508
Power Cord (6-foot), To Wall (125V, 15A), Plug Type #4 6470 1 18 2 36
Ethernet Cable, 6M, Hardware Management 7801 1 15 1 15
Quiet Touch Keyboard - USB, Business Black, 8800 1 104 1 104
Mouse - Business Black with Keyboard Attachment 8841 1 78 1 78

Subtotal 7,935,089 676,464

Storage
DS4800 Disk System Model 82 (4 GB Cache) 1815-82A 1 53,995 43 2,321,785
DS4800 8-Storage Partitions 8870 1 10,000 43 430,000
(22R4255) DS4800 AIX Host Kit 7711 1 7,000 43 301,000
DS4000 EXP810 Enclosure 1812-81A 1 6,000 126 756,000
36.4GB/15K Drive FC disks 5412 1 1,115 360 401,400
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36.4GB/15K Drive FC disks 5231 1 1,115 352 392,480
Fiber Cable 25m 5625 1 189 86 16,254
Fiber Cable 1m 5601 1 79 252 19,908
DS4000 EXP810 Storage Pack -- Enclosures with 1008
36GB 15K RPM disks 1812-36T 1 868,461 6 5,210,766
3 Year Warranty Service Upgrade 1812-81A 24x7x4 1 960 504 483,840
3 Year Warranty Service Upgrade 1815-82A 24x7x4 1 3,200 43 137,600
Subtotal 9,849,593 621,440
Server Software
AIX 5.3 (media only) 5692-A5L 1 50 1 50
AIX Software per Processor 5765-G03 1 2,495 64 159,680
AIX Software Maintanance (3Y) 5773-SM3-474 1 2,836 64 181,504
AIX Software Maintanance 24x7 Upgrade (3Y) 5773-SM3-476 1 732 64 46,848
PLM Software Maintanance 24x7 upgrade (3Y) 5773-PL3-779 1 35 64 2,240
PLM Software Maintanance (3Y) 5773-PL3-780 1 14 64 896
VIO Software Maintanance (3Y) 5773-VI3-781 1 155 64 9,920
VIO Software Maintanance 24x7 upgrade (3Y) 5773-VI3-782 1 64 64 4,096
HMC Software SUB (3Y) 5773-0570 1 236 1 236
HMC Software Support (3Y) 5773-0569 1 675 1 675
C for AIX user Lic+SW maint 12 MO D5A1DLL 1 515 1 515
C for AIX user annual SW maint renewal E1A1FLL 1 103 2 206
DB2 9 Enterprise Edition Proc Lic/1 yr Maint. 1 26,265 64 1,680,960
DB2 9 Enterprise Edition Proc Maint Renew 1 1,251 128 160,128
Subtotal 1,841,205 406,749
Client Hardware and Software
xSeries 226 86485AU 1 1,299 160 207,840 93,760
3.2 GHz 800 MHz 2MB L2 Cache 40K2516 1 549 160 87,840
1GB (2x512MB Kit) PC2-3200 39M5818 1 275 160 44,000
512MB (1x512MB DIMM) PC2-3200 39M5858 1 135 160 21,600
36GB (Gen 3) Hot-Swap 3.5" 15K RPM Ultra 320 40K1026 1 249 160 39,840
NetBay42 Standard Rack 93074RX 1 1,489 43 64,027
Optical 3-Button Mouse - USB 90P0744 1 15 1 15
Preferred Pro Full Size PS/2 Keyboard 25R6968 1 29 1 29
IBM C117 17" CRT Monitor 49387NU 1 149 1 149
Subtotal 465,340 93,760
Third Party Hardware/Software
Visual C++ Standard Edition 254-00170 2 109 1 109
Microsoft Windows 2000 Server C11-00821 2 738 160 118,080
Microsoft Problem Resolution Services 2 245 1 245 245
Cisco Catalyst 2970 24 10/100/1000 BASE-T ports 511987 3 2,809 10 28,094
Subtotal 146,528 245
Total 20,237,755 1,798,658
Total IBM Discounts* -10,069,234
Three-Year Cost of Ownership 11,967,178
Notes: tpmC 4,016,222
For pricing details and contact information please see appendix E $itpmC 2.98

Pricing Sources: 1) IBM 2) Microsoft 3) CDW

*Discounts are based on US list prices for similar quantities & configurations including pre-payment for maintenance. The discount applies to the

totality of all items with price source of "1".

Audited by: Francois Raab, Info Sizing (www.infosizing.com)

Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually
negotiated discounts are not permitted. Special prices based on assumptions about past or future purchases are not permitted. All discounts
reflect standard pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmark specifications.

If you find that the stated prices are not available according to these terms, please inform the TPC at pricing@tpc.org. Thank you




Numerical Quantities Summary for the IBM System p5 595 Model 9119-595

MQTH, computed Maximum Qualified Throughput: 4,016,222.19 tpmC

Response Times (in seconds) 90" %
New Order 0.58
Payment 0.60
Order-Status 0.59
Delivery (interactive) 0.20
Delivery (deferred) 0.17
Stock-Level 0.65
Menu 0.17

Average Maximum
0.34 22.29
0.34 22.61
0.34 17.21
0.17 16.61
0.15 15.45
0.38 17.30
0.14 22.30

Response time delay added for emulated components was 0.1 seconds

Transaction Mix, in percent of total transactions

New Order
Payment
Order-Status
Delivery
Stock-Level

Keying/Think Times (in seconds) Min.
New Order 18.00/0.01
Payment 3.00/0.01
Order-Status 2.00/0.01
Delivery 2.00/0.01
Stock-Level 2.00/0.01

Test Duration

Ramp-up Time

Measurement interval

Transactions during measurement interval (all types)
Ramp-down time

Checkpoints

Number of checkpoints
Checkpoint interval

Percent

44.90%

43.02%
4.02%
4.02%
4.02%

Average Max.
18.01/12.02 18.04/153.53

3.01/12.02  3.04/153.51
2.01/10.01  2.04/121.66
2.01/5.02 2.04/50.21
2.01/5.02 2.04/50.20

36 minutes

2 hours 30 minutes
1,341,454,227

20 minutes

N/A
N/A
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Abstract

This report documents the full disclosure information required by the TPC Benchmark™ C Standard Specification
Revision 5.7 dated April, 2006, for measurements on the IBM System p5 595 Model 9119-595. The software used on

the IBM System p5 595 Model 9119-595 includes AIX 5L Version 5.3 operating system, DB2 9 database manager.
Microsoft COM+ is used as transaction manager.

IBM System p5 595 Model 9119-595

Model 9119-595

Company System Data Base Operating System
Software
Name Name Software
IBM Corporation IBM System p5 595 DB29 AIX 5L Version 5.3

Total System Cost

TPC-C Throughput

Price/Performance

¢ Hardware
¢ Software

¢ 3 Years Maintenance

Sustained maximum throu

system running TPC-C expressed in
transactions per minute

ghput of

Total system cost/tpmC

$11,967,178 USD

4,016,222.19

$2.98 USD

TPC Benchmark™ C Full Disclosure Report - IBM System p5 595 Model 9119-595

Page 9 of 557



Preface
TPC Benchmark™ C Standard Specification was developed by the Transaction Processing Performance Council (TPC).
It was released on August 13, 1992 and updated with revision 5.7 in April 2006.

This is the full disclosure report for benchmark testing of the IBM System p5 595 Model 9119-595 and DB2 9 according
to the TPC Benchmark™ C Standard Specification.

TPC Benchmark™ C exercises the system components necessary to perform tasks associated with that class of on-line
transaction processing (OLTP) environments emphasizing a mixture of read-only and update intensive transactions. This
is a complex OLTP application environment exercising a breadth of system components associated by such
environments characterized by:

e The simultaneous execution of multiple transaction types that span a breadth of complexity

e On-line and deferred transaction execution modes

e  Multiple on-line terminal sessions

e Moderate system and application execution time

e Significant disk input/output

e Transaction integrity (ACID properties)

o Non-uniform distribution of data access through primary and secondary keys

e Data bases consisting of many tables with a wide variety of sizes, attributes, and relationships

e Contention on data access and update

This benchmark defines four on-line transactions and one deferred transaction, intended to emulate functions that are
common to many OLTP applications. However, this benchmark does not reflect the entire range of OLTP requirements.
The extent to which a customer can achieve the results reported by a vendor is highly dependent on how closely TPC-C
approximates the customer application. The relative performance of systems derived from this benchmark does not
necessarily hold for other workloads or environments. Extrapolations to any other environment are not recommended.

Benchmark results are highly dependent upon workload, specific application requirements, and systems design and
implementation. Relative system performance will vary as a result of these and other factors. Therefore, TPC-C should
not be used as a substitute for a specific customer application benchmarks when critical capacity planning and/or product
evaluation decisions are contemplated.

The performance metric reported by TPC-C is a “business throughput” measuring the number of orders processed per
minute. Multiple transactions are used to simulate the business activity of processing an order, and each transaction is
subject to a response time constraint. The performance metric for this benchmark is expressed in transactions-per-
minute-C (tpmC). To be compliant with the TPC-C standard, all references to tpmC results must include the tpmC rate,
the associated price-per-tpmC, and the availability date of the priced configuration.

TPC Benchmark™ C Full Disclosure Report - IBM System p5 595 Model 9119-595 Page 10 of 557



0 General Items

0.1. Application Code Disclosure

The application program (as defined in Clause 2.1.7) must be disclosed. This includes, but is not limited to, the code
implementing the five transactions and the terminal input and output functions.

Appendix A contains the IBM application code for the five TPC Benchmark™ C transactions. Appendix D contains the
terminal functions and layouts.
0.2. Benchmark Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.
This benchmark was sponsored by International Business Machines Corporation.

0.3. Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been changed from the defaults
found in actual products, including but not limited to:

e Data Base tuning options
e  Recovery/commit options
e  Consistency/locking options

e  Operating system and application configuration parameters.
Appendix B contains the system, data base, and application parameters changed from their default values used in these

TPC Benchmark™ C tests.
0.4. Configuration Diagrams

Diagrams of both measured and priced configurations must be provided, accompanied by a description of the
differences. This includes, but is not limited to:

e Number and type of processors

o Size of allocated memory, and any specific mapping/partitioning of memory unique to the test
e Number and type of disk units (and controllers, if applicable)

e Number of channels or bus connections to disk units, including the protocol type

¢ Number of LAN (e.g. Ethernet) connections, including routers, work stations, terminals, etc, that were
physically used in the test or are incorporated into the pricing structure (see Clause 8.1.8)

e Type and run-time execution location of software components (e.g. DBMS, client processes, transaction
monitors, software drivers, etc)

TPC Benchmark™ C Full Disclosure Report - IBM System p5 595 Model 9119-595 Page 11 of 557



IBM System p5 595 Model 9119-595 Benchmark Configuration

SUT

8 Ethernet Switches

1Gb 1Gb N
L]
-_—
160 Clients IBM® System p5 595 Storage
IBM xSeries 226 32 Processor Chips with 43 IBM System Storage DS4800

2x 3.2GHz Intel® Xeon™ 64x 2.3GHz POWER5+™ Cores 504 IBM System Storage DS4000 EXP81p

2MB L2 Cache 36MB L3 Cache per chip 6400 36.4GB 15K RPM 2Gbps Drives

2GB Memory 2048GB Memory 360 36.4GB 15K RPM 4Ghps Drives

1 36GB Internal Drive 8 36GB Internal SCSI Drives
2 Integrated 10/100/1000 Ethernet 86 2Gb Fibre Channel Adapters

8 10/100/1000 Ethernet Adapters

IBM System p5 595 Model 9119-595 Priced Configuration

SUT

8 Ethernet Switches

1Gb 1Gb EEEEEN
L]
L]
160 Clients IBM® System p5 595 Storage
IBM xSeries 226 32 Processor Chips with 43 1BM System Storage DS4800
2% 3.2GHz Intel® Xeon™ 64x 2.3GHz POWER5+™ Cores 504 IBM System Storage DS4000 EXP81p
2MB L2 Cache 36MB L3 Cache per chip 6400 36.4GB 15K RPM 2Gbps Drives
2GB Memory 2048GB Memory 360 36.4GB 15K RPM 4Gbps Drives
1 36GB Internal Drive 8 36GB Internal SCSI Drives
2 Integrated 10/100/1000 Ethernet 86 2Gb Fibre Channel Adapters

8 10/100/1000 Ethernet Adapters
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1 Clause 1: Logical Data Base Design Related Items

1.1. Table Definitions

Listings must be provided for all table definition statements and all other statements used to setup the data base.
Appendix C contains the table definitions and the database load programs used to build the data base.

1.2. Database Organization
The physical organization of tables and indices, within the data base, must be disclosed.
Physical space was allocated to DB2 9 on the server disks according to the details provided in Appendix C.

1.3. Insert and/or Delete Operations

It must be ascertained that insert and/or delete operations to any of the tables can occur concurrently with the TPC-C

transaction mix. Furthermore, any restriction in the SUT data base implementation that precludes inserts beyond the

limits defined in Clause 1.4.11 must be disclosed. This includes the maximum number of rows that can be inserted and
the maximum key value for these new rows.

There were no restrictions on insert and/or delete operations to any of the tables. The space required for an additional
five percent of the initial table cardinality was allocated to DB2 9 and priced as static space.

The insert and delete functions were verified by the auditor. In addition, the auditor verified that the primary key for
each database table could be updated outside the range of its initial partition.

1.4. Horizontal or Vertical Partitioning

While there are few restrictions placed upon horizontal or vertical partitioning of tables and rows in the TPC-C
benchmark, any such partitioning must be disclosed.

All tables but ITEM were horizontally partitioned into multiple tables.

Each table partition for STOCK, CUSTOMER, ORDERS and ORDERLINE contains data associated with a range of
1,600 warehouses.

Each table partition for WAREHOUSE, DISTRICT, NEWORDER and HISTORY contains data associated with a range
of 8,000 warehouses.

For each partitioned table, a view was created over all table partitions to provide full transparency of data manipulation.
No tables were replicated.
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2 Clause 2: Transaction & Terminal Profiles Related Items

2.1. Verification for the Random Number Generator

The method of verification for the random number generation must be disclosed.

The srandom(), getpid() and gettimeofday() functions are used to produce unique random seeds for each driver. The
drivers use these seeds to seed the srand(), srandom() and srand48() functions. Random numbers are produced using
wrappers around the standard system random number generators.

The negative exponential distribution uses the following function to generate the distribution. This function has the
property of producing a negative exponential curve with a specified average and a maximum value 4 times the average.

const double RANDOM 4 Z = 0.89837799236185
const double RANDOM 4 K = 0.97249842407114
double neg exp 4 (double average {
return - average * (l/RANDOM_4_Z * log (1 - RANDOM 4 K * drand48()))};

}

The seeds for each user were captured and verified by the auditor to be unique. In addition, the contents of the database
were systematically searched and randomly sampled by the auditor for patterns that would indicate the random number
generator had affected any kind of a discernible pattern; none were found.

2.2.  Input/Output Screens
The actual layouts of the terminal input/output screens must be disclosed.

The screen layouts are now presented in HTML 1.0 web pages. Clauses 2.4.3, 2.5.3, 2.6.3, 2.7.3, and 2.8.3 of the TPC-C
specifications were used as guidelines for html character placement.

2.3. Priced Terminal Features

The method used to verify that the emulated terminals provide all the features described in Clause 2.2.2.4 must be
explained. Although not specifically priced, the type and model of the terminals used for the demonstration in 8.1.3.3
must be disclosed and commercially available (including supporting software and maintenance).

The emulated workstations, IBM xSeries 336 systems, are commercially available and support all of the requirements in
Clause 2.2.2.4.

2.4. Presentation Managers
Any usage of presentation managers or intelligent terminals must be explained.

The workstations did not involve screen presentations, message bundling or local storage of TPC-C rows. All screen
processing was handled by the client system. All data manipulation was handled by the server system.

2.5.  Home and Remote Order-lines
The percentage of home and remote order-lines in the New-Order transactions must be disclosed.

Table 2-1 shows the percentage of home and remote transactions that occurred during the measurement period for the
New-Order transactions.

2.6. New-Order Rollback Transactions

The percentage of New-Order transactions that were rolled back as a result of an illegal item number must be disclosed.
Table 2-1 shows the percentage of New-Order transactions that were rolled back due to an illegal item being entered.
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2.7.  Number of Items per Order

The number of items per order entered by New-Order transactions must be disclosed.
Table 2-1 show the average number of items ordered per New-Order transaction.

2.8. Home and Remote Payment Transactions
The percentage of home and remote Payment transactions must be disclosed.

Table 2-1 shows the percentage of home and remote transactions that occurred during the measurement period for the
Payment transactions.

2.9. Non-Primary Key Transactions

The percentage of Payment and Order-Status transactions that used non-primary key (C_LAST) access to the data base
must be disclosed.

Table 2-1 shows the percentage of non-primary key accesses to the data base by the Payment and Order-Status
transactions.

2.10. Skipped Delivery Transactions

The percentage of Delivery transactions that were skipped as a result of an insufficient number of rows in the NEW-
ORDER table must be disclosed.

Table 2-1 shows the percentage of Delivery transactions missed due to a shortage of supply of rows in the NEW-
ORDER table.

TPC Benchmark™ C Full Disclosure Report - IBM System p5 595 Model 9119-595 Page 15 of 557



2.11. Mix of Transaction Types

The mix (i.e. percentages) of transaction types seen by the SUT must be disclosed.

Table 2-1 shows the mix percentage for each of the transaction types executed by the SUT.

IBM System p5 595

New Order Model 9119-595
Percentage of Home order lines 99.01%
Percentage of Remote order lines 0.99%
Percentage of Rolled Back Transactions 0.99%
Average Number of Items per order 9.99
Payment

Percentage of Home transactions 85.01%
Percentage of Remote transactions 14.99%

Non-Primary Key Access

Percentage of Payment using C_LAST 59.99%
Percentage of Order-Status using C_LAST 59.99%
Delivery

Delivery transactions skipped 0

Transaction Mix

New-Order 44.90%
Payment 43.02%
Order-Status 4.02%
Delivery 4.02%
Stock-Level 4.02%

Table 2-1: Numerical Quantities for Transaction and Terminal Profiles

2.12. Queuing Mechanism of Delivery
The queuing mechanism used to defer execution of the Delivery transaction must be disclosed.

The Delivery transaction was submitted to an ISAPI queue that is separate from the COM+ queue that the other
transactions used. This queue is serviced by a variable amount of threads that are separate from the worker threads
inside the web server. Web server threads are able to complete the on-line part of the Delivery transaction and
immediately return successful queuing responses to the drivers. The threads servicing the queue are responsible for
completing the deferred part of the transaction asynchronously.
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3 Clause 3: Transaction and System Properties

The results of the ACID test must be disclosed along with a description of how the ACID requirements were met.
All ACID tests were conducted according to specification.

3.1. Atomicity Requirements

The system under test must guarantee that data base transactions are atomic; the system will either perform all
individual operations on the data, or will assure that no partially-completed operations leave any effects on the data.

3.1.1. Atomicity of Completed Transaction

Perform the Payment transaction for a randomly selected warehouse, district, and customer (by customer number) and
verify that the records in the CUSTOMER, DISTRICT, and WAREHOUSE tables have been changed appropriately.

The following steps were performed to verify the Atomicity of completed transactions.

1. The balance, BALANCE_1, was retrieved from the CUSTOMER table for a random Customer, District and
Warehouse combination.

2. The Payment transaction was executed and committed for the Customer, District, and Warehouse combination
used in step 1.

3. The balance, BALANCE_2, was retrieved again for the Customer, District, and Warehouse combination used
in step 1 and step 2. It was verified that BALANCE_1 was greater than BALANCE_2 by the amount of the
Payment transaction.

3.1.2. Atomicity of Aborted Transactions

Perform the Payment transaction for a randomly selected warehouse, district, and customer (by customer number) and
substitute a ROLLBACK of the transaction for the COMMIT of the transaction. Verify that the records in the
CUSTOMER, DISTRICT, and WAREHOUSE tables have NOT been changed.

The following steps were performed to verify the Atomicity of the aborted Payment transaction:

1. The Payment application code was implemented with a Perl script that allowed the transaction to be rolled back
rather than committed.

2. The balance, BALANCE_3, was retrieved from the Customer table for the same Customer, District, and
Warehouse combination used in the completed Payment transaction Atomicity test.

3. The Payment transaction was executed for the Customer, District and Warehouse used in step 2. Rather than
commit the transaction, the transaction was rolled back.

4. The balance, BALANCE_4 was retrieved again for the Customer, District, and Warehouse combination used in
step 2. It was verified that BALANCE_4 was equal to BALANCE _3, demonstrating that there were no
remaining effects of the rolled back Payment transaction.

3.2. Consistency Requirements

Consistency is the property of the application that requires any execution of a data base transaction to take the data
base from one consistent state to another, assuming that the data base is initially in a consistent state.

Verify that the data base is initially consistent by verifying that it meets the consistency conditions defined in Clauses
3.3.2.1t0 3.3.2.4. Describe the steps used to do this in sufficient detail so that the steps are independently repeatable.

The specification defines 12 consistency conditions of which the following four are required to be explicitly
demonstrated:

1. The sum of balances (d_ytd) for all Districts within a specific Warehouse is equal to the balance (w_ytd) of that
Warehouse.

2. For each District within a Warehouse, the next available Order ID (d_next_o_id) minus one is equal to the most
recent Order ID [max(o_id)] for the Order table associated with the preceeding District and Warehouse.
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Additionally, that same relationship exists for the most recent Order ID [max(o_id)] for the New Order table
associated with the same District and Warehouse. Those relationships can be illustrated as follows:

d_next o_id — 1 = max(o_id) = max(no_o_id)

where (d_ w_id=0 w_id=no_w_id)and (d_id=o0_d id=no_d_id)

3. For each District within a Warehouse, the value of the most recent Order ID [max(no_o_id)] minus the first
Order ID [min(no_o_id)] plus one, for the New Order table associated with the District and Warehouse equals
the number of rows in that New Order table. That relationship can be illustrated as follows:

max(no_o_id) — min(no_o_id) + 1 = number of rows in New Order for the Warehouse/District

4. For each District within a Warehouse, the sum of Order Line counts [sum(o_ol_cnt)] for the Order table
associated with the District equals the number of rows in the Order Line table associated with the same District.
That relationship can be illustrated as follows:

sum(o_ol_cnt) = number of rows in the Order Line table for the Warehouse/District

An RTE driven run was executed against a freshly loaded database. After the run the 4 consistency conditions defined
above were tested using a script to issue queries to the database. All queries showed that the database was still in a
consistent state.

3.3. Isolation Requirements

Operations of concurrent data base transactions must yield results which are indistinguishable from the results which
would be obtained by forcing each transaction to be serially executed to completion in some order.

The benchmark specification defines nine tests to demonstrate the property of transaction isolation. The tests, described
in Clauses 3.4.2.1 — 3.4.2.9 were all successfully executed using a series of scripts. Case A was observed during the
execution of Isolation Tests 7-9.

3.4. Durability Requirements

The tested system must guarantee durability: the ability to preserve the effects of committed transactions and insure
data base consistency after recovery from any one of the failures listed in Clause 3.5.3

3.4.1. Permanent Unrecoverable Failure of any Single Durable Medium

Permanent irrecoverable failure of any single durable medium containing TPC-C data base tables or recovery log data.

Failure of Log Disk and Log Cache:
This test was conducted on a fully scaled database. The following steps were performed successfully.

1. The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all rows in
the DISTRICT table giving SUM_1.

2. A full load test was started and continued to run for several minutes at a throughput well above the 90% of the
reported tpmC.

3. One of the disks containing the transaction log was removed. Since the disk was RAID-5, the SUT continued
to process the transactions successfully.

4. The test continued for at least another 5 minutes.

5. Since write cache mirroring was enabled for the log device, one of the RAID controllers, which holds one copy
of the mirrored cache, was removed. There was a brief pause in 1/0 while the failover to the remaining log
controller occurred. The controller detected a mirror-out-of-sync condition and deactivated write-back cache.

6. The run continued to completion without write-back cache.

7. The disk from step 3 was replaced after the completion of the run
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8.

Step 1 was performed returning the value for SUM_2. It was verified that SUM_2 was greater than or equal to
SUM _1 plus the completed New_Order transactions recorded by the RTE..

Failure of Durable Medium Containing TPC-C Database Tables:

The following steps were successfully performed to demonstrate Durability against the failure of a disk unit with
database tables:

1.
2.

8.

The contents of the database were backed up in full.

The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all rows in
the DISTRICT table giving SUM_1.

A scaled-down test was started with about 12.5% of the full load . The test continued to run at about 12.5% of
the reported tpmC for 6 minutes.

A disk containing the TPCC table was removed causing the SUT to report numerous errors when attempting to
access that device

The removed disk was replaced and logical volumes were restored to functional state. The full database was
restored from the backup copy in step 1.

The database was restarted and the transactions in the log were applied to the database.

Step 2 was performed returning SUM_2. It was verified that SUM_2 was greater than or equal to SUM_1 plus
the completed New_Order transactions recorded by the RTE.

Consistency condition 3 was verified.

Instantaneous Interruption and Memory Failure:

The following steps were conducted on a fully scaled database:

1.

The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all rows in
the DISTRICT table giving SUM_1.

A full load test was started and continued to run for several minutes at a throughput level well above 90% of the
reported tpmC.

The system was powered off, which removed power from all system components, including memory.
The system was powered back on and the database completed the recovery process.

Step 1 was performed returning SUM_2. It was verified that SUM_2 was greater than or equal to SUM_1 plus
the completed New_Order transactions recorded by the RTE.

Consistency condition 3 was verified.
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4  Clause 4: Scaling and Data Base Population Related Items

4.1. Cardinality of Tables

The cardinality (e.g., the number of rows) of each table, as it existed at the start of the benchmark run, must be
disclosed.

Table 4-1 portrays the TPC Benchmark™ C defined tables and the number of rows for each table as they were built
initially.

All tables are based on 320,000 warehouses, the number of active warehouses during the benchmark.

Table Name Number of Rows
Warehouse 320,000
District 3,200,000
Customer 9,600,000,000
History 9,600,000,000
Order 9,600,000,000
New Order 2,880,000,000
Order Line 95,999,444,818
Stock 32,000,000,000
Item 100,000

Table 4-1: Initial Cardinality of Tables

4.2. Distribution of Tables and Logs

The distribution of tables and logs across all media must be explicitly depicted for the tested and priced systems.

Three pairs of FC adapters connected to three DS4800 storage controllers used for the log. The storage controllers each
contained four RAIDS5 arrays each with 30 disk drives. The log logical volume was striped across the four arrays
(hdisks). Each of the disks used for the log had 36GB of storage capacity and the RAID5 LUN was 968.64GB.in size.

There are 40 pairs of FC adapters connected to 40 storage controllers. Each of the storage controllers contained 160
disks for a total of 6400 disks. All storage controllers were used evenly.

All database data was evenly distributed on 200 storage volume groups. Each volume group is created using 32 disks.
Each one of the 200 volume groups corresponds with a range of 1600 warehouses. Each group contains 12 logical
volumes and each volume corresponds to one DB2 container.

RAIDO was used to create the disk arrays used for the volume groups.

4.3. Data Base Model Implemented

A statement must be provided that describes the data base model implemented by the DBMS used.

The database manager used for this testing was DB2 9. DB2 9 is a relational DBMS. DB2 remote stored procedures and
embedded SQL statements were used. The DB2 stored procedures were invoked via SQL CALL statements. Both the
client application and stored procedures were written in embedded C code.
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4.4. Partitions/Replications Mapping

The mapping of data base partitions/replications must be explicitly described.

The Warehouse, District, Customer, Order, Order-Line, New Order, History and Stock tables were horizontally
partitioned into multiple tables. The specifics of the distribution of partitioned and non-partitioned tables across the
physical media can be found in following table:

DATA DISTRIBUTION

VOLUME
GROUP
NAME

DATABASE
PARTITION

Logical Volumes

FO1vi 1

D1FO1V1ITEM, D1FO1VIWARE, D1F01V1DIST, D1FO1V1CSTI, D1FO1VINORA,
D1FO01V10RL, D1F01V1STK, D1F01V1CST, D1F01V10RDI, D1F01V10RD, D1FO1V1HIST,
D1F01VINORB

FO1Vv2 2

D1FO01V2ITEM, D1FO1V2WARE, D1F01V2DIST, D1F01V2CSTI, D1FO1V2NORA,
D1F01V20RL, D1F01V2STK, D1F01V2CST, D1F01V20RDI, D1F01V20RD, D1F01V2HIST,
D1F01V2NORB

FO1V3 3

D1FO01V3ITEM, D1FO1V3WARE, D1F01V3DIST, D1F01V3CSTI, D1FO1V3NORA,
D1F01V3O0ORL, D1F01V3STK, D1F01V3CST, D1F01V30ORDI, D1F01V30RD, D1F01V3HIST,
D1F01V3NORB

FO1v4 4

D1FO1V4ITEM, D1FO1VAWARE, D1F01V4DIST, D1F01VACSTI, D1FO1V4ANORA,
D1F01V40RL, D1F01V4STK, D1F0O1V4CST, D1F01V4ORDI, D1F01VAORD, D1F01V4HIST,
D1F01V4NORB

FO1V5 5

D1FO1VS5ITEM, D1FO1V5WARE, D1F01V5DIST, D1FO1V5CSTI, D1FO1V5NORA,
D1F01V50RL, D1F01V5STK, D1FO1V5CST, D1F01V50RDI, D1F01V50RD, D1FO1V5HIST,
D1F01V5NORB

FO2V1 6

D1F02V1ITEM, D1FO2VIWARE, D1F02V1DIST, D1F02V1CSTI, D1FO2VINORA,
D1F02V10RL, D1F02V1STK, D1F02V1CST, D1F02V10ORDI, D1F02V10RD, D1F02V1HIST,
D1F02VINORB

FO2v2 7

D1F02V2ITEM, D1FO2V2WARE, D1F02V2DIST, D1F02V2CSTI, D1F02V2NORA,
D1F02V20RL, D1F02V2STK, D1F02V2CST, D1F02V20RDI, D1F02V20RD, D1F02V2HIST,
D1F02V2NORB

FO2V3 8

D1F02V3ITEM, D1F02V3WARE, D1F02V3DIST, D1F02V3CSTI, D1F02V3NORA,
D1F02V3O0RL, D1F02V3STK, D1F02V3CST, D1F02V3ORDI, D1F02V30ORD, D1F02V3HIST,
D1F02V3NORB

FO2v4 9

D1F02V4ITEM, D1FO2VAWARE, D1F02V4DIST, D1F02VACSTI, D1F02V4ANORA,
D1F02V40RL, D1F02V4ASTK, D1F02V4ACST, D1F02V4ORDI,