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DELL 

PowerEdge R720xd 

with 

VMware vSphere 6.0 

TPCx-HS Rev. 1.2.0 

TPC-Pricing Rev. 1.7.0 

Report Date: 

March 9, 2015 

Total System Cost TPCx-HS Performance Metric Price/Performance 

$1,019,535 20.76 HSph@30TB 49,110.55 $/HSph@30TB 

Apache Hadoop Compatible 
Software 

Operating System Other Software 
System 

Availability Date 

Cloudera CDH 5.3.0, 

HDFS API ver 2, 

Map Reduce API ver 1 

Suse SLES 11 SP3 
VMware vSphere 6.0, 

Java  HotSpot 1.7.0_55 
March 12, 2015 

 
Physical Storage/Scale Factor Scale Factor/Physical Memory 

13.44 3.41 
Cluster Configuration 

Total Servers 32X PowerEdge R720xd 

Total Processors/Cores/Threads 64/640/1280 

Total Memory 8192GiB 

Total Storage Capacity 403.2TB 

Server Configuration 

Processors 2X Intel Xeon E5-2680v2, 2.80GHz, 25MiB L3 

Memory 256GiB 

Storage Controller Dell H220: LSI SAS9207-8i 

Storage Devices 21X 600GB 10K SAS SFF HDD (internal) 

Network Interface Intel X540 DP 10GBASE-T (2 port, 10GbE) 

Network Connectivity 

Network Switches 2X Extreme Summit X670V-48t-BF-AC 
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DELL 

PowerEdge R720xd 

with 

VMware vSphere 6.0  

TPCx-HS Rev. 1.2.0 

TPC-Pricing Rev. 1.7.0 

Report Date: 

March 9, 2015 

 

Numerical Quantities Summary 

 

Measurement Results for Performance Run 
Scale Factor 30TB 

Run Start Time 2015/01/12 00:36:13 

Run End Time 2015/01/12 02:02:51 

Run Elapsed Time 5201.000 

Start of HSGen 2015/01/12 00:36:13 

End of HSGen 2015/01/12 00:54:17 

HSGen Time 1085.464 

Start of HSSort 2015/01/12 00:54:20 

End of HSSort 2015/01/12 01:51:35 

HSSort Time 3435.609 

Start of HSValidate 2015/01/12 01:51:39 

End of HSValidate 2015/01/12 02:02:51 

HSValidate Time 674.168 

 

Measurement Results for Repeatability Run 
Scale Factor 30TB 

Run Start Time 2015/01/11 23:06:41 

Run End Time 2015/01/12 00:32:04 

Run Elapsed Time 5128.000 

Start of HSGen 2015/01/11 23:06:41 

End of HSGen 2015/01/11 23:24:26 

HSGen Time 1066.861 

Start of HSSort 2015/01/11 23:24:29 

End of HSSort 2015/01/12 00:20:18 

HSSort Time 3349.784 

Start of HSValidate 2015/01/12 00:20:22 

End of HSValidate 2015/01/12 00:32:04 

HSValidate Time 704.412 
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DELL 

PowerEdge R720xd 

with 

VMware vSphere 6.0 

TPCx-HS Rev. 1.2.0 

TPC-Pricing Rev. 1.7.0 

Report Date: 

March 9, 2015 

 
Run report for Performance Run 
=============================================== 
TPCx-HS Performance Metric (HSph@SF) Report 
 
Test Run 2 details: Total Time = 5201 
                     Total Size = 300000000000 
                     Scale-Factor = 30.0000 
 
 TPCx-HS Performance Metric (HSph@SF): 20.7655 
=============================================== 
 
 

Run report for Repeatability Run 
=============================================== 
TPCx-HS Performance Metric (HSph@SF) Report 
 
Test Run 1 details: Total Time = 5128 
                     Total Size = 300000000000 
                     Scale-Factor = 30.0000 
 
TPCx-HS Performance Metric (HSph@SF): 21.0614 
=============================================== 
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Abstract 
This report document the methodology and results of the TPC Benchmark TPCx-HS test conducted on 
a cluster of 32 PowerEdge R720xd Servers using Cloudera CDH 5.3.0  in conformance with the 
requirements of the TPCx-HS Benchmark Specification. Each Server was virtualized with vSphere 6.0, 
and 4 Virtual Machines (VMs) per Server were used for the test. The operating system in each VM 
used for the benchmark was Suse SLES 11 SP3. 
 

Measured Configuration 

Hardware Virtualization Operating System 

32X Dell PowerEdge R720xd with 10-core 

2.80GHz Intel Xeon E5 2680v2 

21x 600 GB 10K RPM HDDs 

vSphere 6.0 Suse SLES 11 SP3 

 
TPCx-HS metrics 

Total System Cost HSph@30TB $/HSph@30TB Availability Date 

$1,019,535 20.76 $49,110.55 March 12, 2015 

 
The Transaction Processing Performance Council (TPC) developed the TPCx-HS Benchmark. The 
TPC was founded to define transactions processing benchmarks and to disseminate objective, 
verifiable performance data to the industry. 
 
In order to verify compliance to the  TPCx-HS benchmark specification, Doug Johnson audited the 
benchmark configuration, environment and methodology used to produce and validate the test results, 
and the pricing model used to calculate the price/performance. 
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CLAUSE 1: GENERAL ITEMS 

1.1 Test Sponsor 
7.4.1 A statement identifying the benchmark sponsor(s) and other participating companies must be 
provided.  
 

DELL is the sponsor of this TPC Benchmark TPCx-HS result. Testing was performed with the 
involvement of VMware. 

1.2 Parameter Settings 
7.4.2 Settings must be provided for all customer-tunable parameters and options that have been 
changed from the defaults found in actual products, including but not limited to: 

 Configuration parameters and options for server, storage, network and other hardware 
component incorporated into the pricing structure; 

 Configuration parameters and options for operating system and file system component 
incorporated into the pricing structure; 

 Configuration parameters and options for any other software component incorporated 
into the pricing structure. 

 Compiler optimization options. 

Comment 1: In the event that some parameters and options are set multiple times, it must be easily 
discernible by an interested reader when the parameter or option was modified and what new value it 
received each time. 

Comment 2: This requirement can be satisfied by providing a full list of all parameters and options, as 
long as all those that have been modified from their default values have been clearly identified and 
these parameters and options are only set once. 
 
The parameters and options used to configure the components involved in this benchmark are 
contained in the supporting files. 

1.3 Disclosure Requirements 
7.4.3 Explicit response to individual disclosure requirements specified in the body of earlier sections of 
this document must be provided. 
 
All components of the system are available immediately except VMware vSphere 6, which determines 
the availability date of March 12, 2015. A pre-release version of vSphere was used for testing. There is 
no expected difference in performance for the release version. In the pricing spreadsheet, vSphere 5.x 
is priced with a free upgrade to vSphere 6 when it becomes available. 

1.4 Measured and Priced Configurations 
7.4.4 Diagrams of both measured and priced configurations must be provided, accompanied by a 
description of the differences. This includes, but is not limited to: 

 Total number of nodes used 

 Total number and type of processors used/total number of cores used/total number of 
threads used (including sizes of L2 and L3 caches); 

 Size of allocated memory, and any specific mapping/partitioning of memory unique to 
the test; 

 Number and type of disk units (and controllers, if applicable); 

 Number of channels or bus connections to disk units, including their protocol type; 

 Number of LAN (e.g., Ethernet) connections and speed for switches and other hardware 
components physically used in the test or are incorporated into the pricing structure; 
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 Type and the run-time execution location of software components. 
The following sample diagram illustrates a measured benchmark configuration using Ethernet, an 
external driver, and four processors each with two cores and four threads per node in the SUT. Note 
that this diagram does not depict or imply any optimal configuration for the TPCx-HS benchmark 
measurement.  
Depeneding on the implementation of the SUT the Name Node, Job Tracker, Task Tracker, Data 
Nodes etc or the functional euqivalants must be specified in the diagram. 

Comment: Detailed diagrams for system configurations and architectures can vary widely, and it is 
impossible to provide exact guidelines suitable for all implementations. The intent here is to describe 
the system components and connections in sufficient detail to allow independent reconstruction of the 
measurement environment.  This example diagram shows homogeneous nodes.  This does not 
preclude tests sponsors from using heterogeneous nodes as long as the system diagram reflects the 
correct system configuration. 
 
The System Under Test (SUT) comprises 32X DELL PowerEdge R720xd Servers and 2X Extreme 
Summit X670V-48t-BF-AC ethernet switches, depicted in the next diagram. The servers are named 
w3-hadoop-s001 through w3-hadoop-s032. Each Server consists of: 

 2X 2.80GHz Intel  Xeon E5-2680v2 Processors, each with a 25MiB L3 cache and 10X 256KiB L2 
caches (one per core), Hyper-Threading enabled, 40 total hardware threads 

 256GiB ECC DDR3 1866 MHz RAM 

 Local storage controller: Dell H220, LSI SAS9207-8i, Internal Passthrough Host Bus Adapter, FW 
version 18, x8 PCI Express 3.0 

 Intel Ethernet X540 DP 10GBASE-T: 2-port 10GbE, each port connected to one of the switches 

 21X 600GB 10K SAS 6Gbps HDD. 
 
Each Server is virtualized with vSphere 6.0, and runs 4 Virtual Machines (VMs).  The physical 
hardware is divided among the VMs. One of the physical disks is formatted with VMFS 5 and holds 4 
15GiB virtual disks and other hypervisor data. One virtual disk is used for the root and swap partitions 
of each VM. The hypervisor (ESXi) itself is stateless and its filesystem is memory-based. The VMs are 
named cirrus1 through cirrus128. Each VM consists of: 

 10 vCPUs 

 61696MiB memory 

 5 disks, each mapped directly to a physical disk (with physical Raw Device Mapping, pRDM). Each 
disk is formatted with a single XFS partition. 

 1 virtual disk that holds the root and swap partitions of the guest Operation System (OS) 

 2 virtual NICs, bonded together in the guest OS 
 
There are no differences between the priced and measured configurations. 
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1.5 Distribution of Data 
7.4.5 The distribution of dataset across all media must be explicitly described using a format similar to 
that shown in the following example for both the tested and priced systems. 
 
Table 1.5.1: Layout Description. Measured and priced configurations are the same. pRDM means 
“physical Raw Device Mapping”. 

Virtual Machine Physical Disk Drive Disk Format Description of Content 

cirrus1–cirrus17, 
cirrus21–cirrus32 

0 virtual Operating system, root, swap 

1-5 pRDM HDFS data, temp data 

cirrus18 

0 virtual Operating system, root, swap 

1 pRDM 
Secondary NameNode, 
HDFS data, temp data 

2-5 pRDM HDFS data, temp data 

cirrus19 

0 virtual Operating system, root, swap 

1 pRDM NameNode 

2-5 - Not used 

cirrus20 

0 virtual Operating system, root, swap 

1 pRDM JobTracker 

2-5 -  Not used 

cirrus33–cirrus64 
0 virtual Operating system, root, swap 

6-10 pRDM HDFS data, temp data 

cirrus65–cirrus96 
0 virtual Operating system, root, swap 

11-15 pRDM HDFS data, temp data 

cirrus97–cirrus128 
0 virtual Operating system, root, swap 

16-20 pRDM HDFS data, temp data 

 



 Copyright 2015 Dell Inc.  5 

Table 1.5.2: Virtual Machine Layout Description. Measured and priced configurations are the same. 

Physical Server Virtual Machines 

w3-hadoop-s001 cirrus1, cirrus33, cirrus65, cirrus97 

w3-hadoop-s002 cirrus2, cirrus34, cirrus66, cirrus98 

w3-hadoop-s003 cirrus3, cirrus35, cirrus67, cirrus99 

w3-hadoop-s004 cirrus4, cirrus36, cirrus68, cirrus100 

w3-hadoop-s005 cirrus5, cirrus37, cirrus69, cirrus101 

w3-hadoop-s006 cirrus6, cirrus38, cirrus70, cirrus102 

w3-hadoop-s007 cirrus7, cirrus39, cirrus71, cirrus103 

w3-hadoop-s008 cirrus8, cirrus40, cirrus72, cirrus104 

w3-hadoop-s009 cirrus9, cirrus41, cirrus73, cirrus105 

w3-hadoop-s010 cirrus10, cirrus42, cirrus74, cirrus106 

w3-hadoop-s011 cirrus11, cirrus43, cirrus75, cirrus107 

w3-hadoop-s012 cirrus12, cirrus44, cirrus76, cirrus108 

w3-hadoop-s013 cirrus13, cirrus45, cirrus77, cirrus109 

w3-hadoop-s014 cirrus14, cirrus46, cirrus78, cirrus110 

w3-hadoop-s015 cirrus15, cirrus47, cirrus79, cirrus111 

w3-hadoop-s016 cirrus16, cirrus48, cirrus80, cirrus112 

w3-hadoop-s017 cirrus17, cirrus49, cirrus81, cirrus113 

w3-hadoop-s018 cirrus18, cirrus50, cirrus82, cirrus114 

w3-hadoop-s019 cirrus19, cirrus51, cirrus83, cirrus115 

w3-hadoop-s020 cirrus20, cirrus52, cirrus84, cirrus116 

w3-hadoop-s021 cirrus21, cirrus53, cirrus85, cirrus117 

w3-hadoop-s022 cirrus22, cirrus54, cirrus86, cirrus118 

w3-hadoop-s023 cirrus23, cirrus55, cirrus87, cirrus119 

w3-hadoop-s024 cirrus24, cirrus56, cirrus88, cirrus120 

w3-hadoop-s025 cirrus25, cirrus57, cirrus89, cirrus121 

w3-hadoop-s026 cirrus26, cirrus58, cirrus90, cirrus122 

w3-hadoop-s027 cirrus27, cirrus59, cirrus91, cirrus123 

w3-hadoop-s028 cirrus28, cirrus60, cirrus92, cirrus124 

w3-hadoop-s029 cirrus29, cirrus61, cirrus93, cirrus125 

w3-hadoop-s030 cirrus30, cirrus62, cirrus94, cirrus126 

w3-hadoop-s031 cirrus21, cirrus53, cirrus85, cirrus117 

w3-hadoop-s032 cirrus32, cirrus64, cirrus96, cirrus128 
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1.6 Software Components 
7.4.6 The distribution of various software components across the system must be explicitly described 
using a format similar to that shown in the following example for both the tested and priced systems. 
 
Table 1.6: Distribution of Software Components. Measured and priced configurations are the same. 

Virtual Machine Software Component(s) 

cirrus1–cirrus17, cirrus21–cirrus128 DataNode, TaskTracker 

cirrus18 DataNode, TaskTracker, Secondary NameNode 

cirrus19 NameNode, benchmark driver 

cirrus20 JobTracker 

 

1.7 Distributed Files System 

7.4.7 Distributed file system implementation (e.g. Apache HDFS, Red Hat Storage, IBM GPFS, EMC 
Isilon OneFS)  and corresponding Hadoop File System API version must be disclosed. 
 
Apache HDFS version 2 was used. This is the only version of HDFS supported by CDH 5.3.0. 

1.8 Map/Reduce 

7.4.8 Map/Reduce implementation (e,g. Apache Map/Reduce, IBM Platform Symphony) and 
corresponding version must be disclosed. 
 
Apache Map/Reduce version 1 was used, as indicated by the parameter 
mapreduce.framework.name=classic in mapred-site.xml (included in the supporting files). 
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CLAUSE 2: WORKLOAD RELATED ITEMS 

2.1 Scripts 
7.5.1 Script or text used to set for all hardware and software tunable parameters must be reported. 

 
The tunable parameters involved in this benchmark are contained in the supporting files. 

2.2 Version Number and Checksums 
7.5.2 Version number of TPCx-HS kit and checksum for HSGen, HSSort and HSValidate Programs 
must be reported. 

 
Version number of the kit used is 1.2.0 
md5sum checksums of the kit files: 
 
58c13ddb98a2d1228f2df10f4a087a71 BigData_cluster_validate_suite.sh 
16242f64ecbf2eb6cfccf6a3490a113f  TPCx-HS-master.sh 
4ceaefc51c698c0733b57244b7760808 TPCx-HS-master.jar 

2.3 Run Report 

7.5.3 The run report generated by TPCx-HS benchmark kit  must be reported. 
 
The full output file is given in the supporting files.  The summary lines of the 2 runs from that file are: 
 
=============================================== 
TPCx-HS Performance Metric (HSph@SF) Report 
 
Test Run 1 details: Total Time = 5128 
                     Total Size = 300000000000 
                     Scale-Factor = 30.0000 
 
TPCx-HS Performance Metric (HSph@SF): 21.0614 
=============================================== 
 
 
=============================================== 
TPCx-HS Performance Metric (HSph@SF) Report 
 
Test Run 2 details: Total Time = 5201 
                     Total Size = 300000000000 
                     Scale-Factor = 30.0000 
 
 TPCx-HS Performance Metric (HSph@SF): 20.7655 
=============================================== 
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2.4 Benchmark Kit changes 

The file TPCx-HS-master.sh was changed to correct the version number and renamed TPCx-HS-
master-fixver.sh. The checksum of the modified file is as follows: 

 
50bfa0b6afabba3b1438b60ee315499b  TPCx-HS-master-fixver.sh 
 
The difference between the new and original files is as follows: 
 
 --- TPCx-HS-master.sh   2015-01-10 20:36:13.000000000 -0800 
+++ TPCx-HS-master-fixver.sh    2015-01-10 20:39:13.000000000 -0800 
@@ -54 +54 @@ 
-TPCx-HS version 1.1.2 
+TPCx-HS version 1.2.0 
@@ -189 +189 @@ 
-echo -e "${green} TPCx-HS Version 1.1.2 ${NC}" | tee -a ./TPCx-HS-result-"$prefix".log 
+echo -e "${green} TPCx-HS Version 1.2.0 ${NC}" | tee -a ./TPCx-HS-result-"$prefix".log 
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CLAUSE 3: SUT RELATED ITEMS 

3.1 Data Storage and Memory Ratios 

7.6.1 The data storage ratio must be disclosed. It is computed by dividing the total physical data 
storage present in the priced configuration (expressed in TB) by the chosen Scale Factor as defined in 
Clause 4.1. Let r be the ratio. The reported value for r must be rounded to the nearest 0.01. That is, 
reported value=round(r,2). For example, a system configured with 96 disks of 1TB capacity for a 1TB 
Scale Factor has a data storage ratio of 96. 
 
Each disk is 600GB = 0.6TB. Total physical data storage is 32 servers X 21 disks X 0.6TB = 403.2TB. 
Scale factor is 30TB. 

Data storage ratio is 403.2/30 = 13.44. 
 
7.6.2 The Scale Factor to memory ratio must be disclosed. It is computed by dividing the Scale Factor 
by the total physical memory present in the priced configuration (see clause 3 ). Let r be this ratio. The 
reported ratio must be rounded to the nearest 0.01. That is, reported value=round(r,2). For example, a 
system configured with 1TB of physical memory  for a 10TB Scale Factor has a memory ratio of 10.00. 
 
Memory per host is 256GiB = 274.878GB = 0.274878TB. 
Total physical memory is 32 servers X 0.274878TB = 8.796TB. 
Scale factor is 30TB. 

Scale Factor to memory ratio is 30/8.796 = 3.41. 



   

10 Copyright 2015 Dell Inc. 

CLAUSE 4: PERFORMANCE METRICS 
7.7.1 The HSGen time must be disclosed for Run1 and Run2. 
 
7.7.2 The HSSort time  must be disclosed for Run1 and Run2. 
 
7.7.3 The HSValidate time must be disclosed for Run1 and Run2. 
 
7.7.4 Both HSDataCheck times must be disclosed for Run1 and Run2.  
 
7.7.5 The performance metric (HSph@SF)  must be disclosed for Run1 and Run2. Price-performance 
metric ($/HSph@SF) must be disclosed for the performance run. See Clause 2.3 and Clause 4. 

 
Table 5.1: Elapsed times, performance and price-performance metrics. 

 Run1 (repeatability) Run2 (performance) 

HSGen 1066.861 1085.464 

HSDataCheck 3.000 3.000 

HSSort 3349.784 3435.609 

HSDataCheck 4.000 4.000 

HSValidate 704.412 674.168 

HSph@30TB 21.0614 20.7655 

$/HSph@30TB  $49,110.55 
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CLAUSE 8: AUDITOR-RELATED ITEMS 

Auditor’s Report 

The auditor’s agency name, address, phone number, and Attestation letter with a brief audit summary 
report indicating compliance must be included in the full disclosure report. A statement should be 
included specifying who to contact in order to obtain further information regarding the audit process. 
 
 



   

12 Copyright 2015 Dell Inc. 



 Copyright 2015 Dell Inc.  13 



   

14 Copyright 2015 Dell Inc. 

SUPPORTING FILES 
The following table describes the files contained in the supporting files archive. 

 

Clause Description Location 

Clause 1 

Parameters and options used to 
configure Hadoop 

supporting_files_virtual_30TB/Clause_1/Hadoop 

Parameters and options used to 
configure the Linux OS 

supporting_files_virtual_30TB/Clause_1/OS 

Clause 2 Configuration scripts, run report supporting_files_virtual_30TB/Clause_2 

Clause 3 System configuration details supporting_files_virtual_30TB/Clause_3 
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PRICE QUOTATIONS 
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