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About Ampool
§Stealth mode startup, founded 2015
§Based in Santa Clara, CA & Pune, India
§Building next generation data infrastructure
§Targeting modern data pipeline workloads
§Utilizing modern commodity hardware, e.g. Storage Class 
Memory, low-latency network & RDMA
§We are hiring!



New Use Cases
§Analytics on the Internet of Things
§ Edge (micro-batch) & Cloud (large batch) Computing
§ Event-at-a-time CEP
§ Ad-Hoc Real-Time Queries

§AI & Deep Learning
§ Train/Re-Train Models
§ Incremental Updates to Models
§ Serving Models

§Conversational User Interfaces
§ Interpret within Context (State Transitions within Session)
§ Cross-context correlation (Path Analysis)
§ Integration with transactions



New Technologies

§Huge (and rapidly growing) gap between 
memory and I/O bandwidths

§Rapidly increasing Network Bandwidth 
(~1000x in ~15 years)

§Plummeting costs of Solid State Storage 
(Comparable to HDD by 2019)

§NVDIMMs supported by major OSs, 10x 
density, 1/5th $/GB compared to DRAM

§Emergence of Storage Class Memory
§ 3D XPoint, PCM, MRAM, Memristor etc.
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§ Scale-Out On-Demand Compute 
Infrastructure

§ Public & Private Clouds

§ Fine-Grained Virtualization & 
Microservices
§ Containerization & Orchestration



Lambda Architecture



Kappa Architecture



Butterfly Architecture



IoT Analytics Example: Lambda

REST MQTTAlertsViz

Redis

MongoDB

Staging	Buffer

HDFS

Custom	Java Spark



IoT Analytics Example: Butterfly
After

REST MQTTAlertsViz

Spark



Benchmark Scenario
§Acme is an Ad-Tech Company
§Three entities
§Consumers (Users)
§Advertisers
§Content Publishers

§Goals
§Deliver personalized content to Consumers
§Maximize Content Relevance for Consumers
§Maximize Ad Relevance for Consumers & Content



Acme Corp in Numbers
§100 Million registered users, with 50 Million daily unique 
users
§100,000 advertisements across 10,000 advertisements 
campaigns
§10 Million pieces of content (News, Photos, Audio, Video)
§50,000 keywords in 50 topics & 500 subtopics as user interests, 
content topics, and for ad targeting



Datasets - Tables
User Profiles

UserID Age Sex Location User-Since Interests

UUID 0..255 M/F/Unknown Top3(LatLong) DateTime List(topic:sub
topic:kw)

Advertisements

AdID Campaign
ID

Customer
ID

AdType Platform KW PPC PPM PPB

UUID UUID UUID Category Category List(top
ic:subto
pic:kw)

$ Float $ Float $ Float

Content

ContentID Content-Type Keywords

UUID 0..255 List(topic:subtopic:kw)



Dataset - Streaming
Timestamp DateTime

IP Address IPv4 / IPv6

User ID UUID

Ad ID UUID

Content ID UUID

Ad Type {Banner|Modal|Search|Video}

Ad Platform {Web|Mobile}

EventType {View|Click|Conversion}



Computations & Dataflow



Computations: Streaming
§Based on Yahoo! Streaming Analytics Benchmark
§Parse the event record
§Extract Timestamp, AdID, EventType and AdType
§Look up CampaignID from AdID
§Windowed aggregation of event types for each AdID, and CampaignID
§Store these aggregates in an aggregate dataset
§Prepare these aggregations for a streaming visualization dashboard for a 
CampaignID, and all Ads in that Campaign
§Output:
§ (AdID, Window, nViews, nClicks, nCon, ∑ PPV, ∑ PPC, ∑ PPCon)
§ (CmpgnID, Window, nViews, nClicks, nCon, ∑ PPV, ∑ PPC, ∑ PPCon)



Computation: Update User, Ad, 
Campaign Profiles
§Ingest a {user|campaign|ad} {update|insert} event from 
message queue
§Parse the event to determine which dataset is to be updated.
§Update respective dataset.
§Keep track of total number of updates for each dataset.
§When 1% of the records are either new or updated, launch the 
batch computation stage and reset update counters.



Batch Computation: Ad Relevance
§Based on User Interests, Ad Keywords, and Content Keywords, 
determine the top 3 Ads to be targeted for each user and each content
§Weighted Keyword Match
§ Exact Keyword = 1.0
§ Exact Subtopic = 0.1
§ Exact Topic = 0.01

§Relevance (Ad, User) = Cosine (Ad Keywords, User Interests)
§Relevance (Ad, Content) = Cosine (Ad Keywords, Content Keywords)
§Relevance (Ad, User, Content) = 0.7 * Relevance(Ad, User) + 
0.3*Relevance(Ad, Content)



Interactive & Ad-Hoc Queries
§What was the {per-minute, hourly, daily} conversion rate:
§For an Ad?
§For a campaign?

§How many Ads were clicked on as a percentage of viewed, per 
hour for a campaign?
§How much money does a campaign owe to Acme for the 
whole day?
§What are the most clicked ads & campaigns per hour?
§How many male users does Acme have aged 0-21, 21-40?



Prototype Implementation



Scale Factors
Class Users Ads Contents Events/Second Typical Industry
Tiny 100,000 10 10 1,000 None: Test
Small 1,000,000 100 100 10,000 Banking, 

Healthcare
Medium 10,000,000 1,000 1,000 100,000 Media, Gaming
Large 100,000,000 10,000 10,000 1,000,000 Telco, Web-Scale,

Viral Apps
Huge 1,000,000,000 100,000 100,000 10,000,000 Huge Web-Scale, 

e.g. FB, Google



Metrics
§Different Metrics across different stages
§Number of events processed per second
§Time needed for batch computation & Ad-Hoc Queries
§Query Concurrency

§Combined Metrics
§Latency between Event Generation to Event Processing

§Cost to meet SLAs
§Operational Complexity



Demo



Illustrative Use Case in Ad-Tech



Ad Analytics Pipeline with Kafka-
Datatorrent-Ampool



Streaming Ad Analytics





Ad Analytics Pipeline with Kafka-
EsgynDB-Ampool



Ad Analytics with Real-Time SQL





Future Work
§Parallel Data Generation
§Generate 10 M events per second
§Ad Serving events cannot be generated before User, Content, Ad inserts
§Client-side caching, updated after micro-batch model builds

§Open Source the Prototype Implementation
§After ongoing validation at 2-3 Ad Tech customers

§Submit proposal for TPC-x
§One Benchmark to Rule Them All !



milind@ampool.io
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