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Benchmarking Big Data Systems



Big Data Benchmark ! Motivation

- Big Data (especially Hadoop) has become an integral part of enterprise IT
ecosystem across major verticals

- Industry demanded standards. Top challenge for enterprise customers -
What platform to choose in terms of performance, price-performance, and
energy efficiency ?

- All major vendors (HW and SW) have invested in Big Data practice.
Traditional standards are inadequate to benchmark Big Data Systems

- There are claims (not discrediting them) but not easily variable - Situation
was not any different from the 1980’s what motivated industry experts to
establish TPC and SPEC



TPC-Big Data Standard Initiatives

- Big Data was identified as one of the top areas for industry standard
benchmark developments at the VLDB 2014, TPCTC 2014 , WBDB 2014
and other conferences

« Continuing TPC’s commitment to developing relevant benchmark standards

- TPC-BD Working Group formed in October 2013 to evaluate big data
workload(s) and make recommendations to the TPC general council

- TPC-BD Subcommittee formed in February 2014 to develop an Express
benchmark based on already popular TeraSort workload

- In July 2014 TPCx-HS became industry’s first standard for benchmarking Big
Data Systems

- TPC to continued to work on other benchmark(s). TPC announced TPC-DS
v2 in 2015 and TPCx-BB in 2016



TPC Big Data Benchmark Standards

- TPC Express benchmark HS (TPCx-HS), 2014

- Sort benchmark for Hadoop Systems

- TPC Enterprise benchmark DS (TPC-DS v2), 2015
- Hadoop friendly version of TPC-DS

- TPC Express benchmark BB (TPCx-BB), 2016

- Express benchmark based on Big Bench



TPC Express Benchmark HS

- Industry’s first standard for benchmarking big data systems to provide
the industry with verifiable performance, price-performance and
availability metrics of hardware and software systems dealing with

big data
- First benchmark developed through the Express benchmark category

- http://lwww.tpc.org/tpcx-hs/default.asp




TPC “Express” Benchmark Standards

- To keep pace with rapidly changing industry demands

- Easy to implement, run and publish, and less expensive

- Test sponsor is required to use the TPC provided kit

- The vendor may choose an independent audit or peer audit

- 60 day review/challenge window apply (as per TPC policy)

- Approved by super majority of the TPC General Council, No Mail Ballot
- All publications are required to follow the TPC Fair Use Policy



TPCx-HS Benchmark

- X: Express, H: Hadoop, S:Sort

- Provides verifiable performance, price/performance, general

availability, and optional energy consumption metrics of big data
systems

- Enable measurement of both hardware and software including

Hadoop Runtime, Hadoop Filesystem APl compatible systems and
MapReduce layers

- Primary audience is enterprise customers (not public clouds)



TPCx-HS Workload

- Based on TeraSort workload

- TeraSort is part of Apache Hadoop distribution.
org.apache.hadoop.examples.terasort

- Avalid run consists of five separate phases run sequentially

- The benchmark test consists of two runs and run with lower metric is
reported

- No configuration or tuning changes or reboot are allowed between
the two runs



TPCx-HS Scale Factors

- The TPCx-HS follows a stepped Scale factor model (like in TPC-H
and TPC-DS)

- The test dataset must be chosen from the set of fixed Scale Factors
defined as follows:

- 1TB, 3TB, 10TB, 30TB, 100TB, 300TB, 1000TB, 3000TB, 10000TB.
- The corresponding number of records are

- 10B, 30B, 100B, 300B, 1000B, 3000B, 10000B, 30000B, 1000008,
where each record is 100 bytes generated by HSGen

- The TPC will continuously evaluate adding larger Scale Factors and
retiring smaller Scale Factors based on industry trends



TPCx-HS Kit

- The TPCx-HS kit contains the following:

- TPCx-HS Specification document

- TPCx-HS Users Guide documentation

- Scripts to run the benchmark

- Java code to execute the benchmark load

- More Information http://www.tpc.org/tpcx-hs/default.asp



TPCx-HS Contributors

- Developing an industry standard benchmark for a new environment like Big
Data has taken the dedicated efforts of experts across many companies.
Thanks to:

- Andrew Bond (Red Hat), Andrew Masland (NEC), Avik Dey (Intel), Brian
Caufield (IBM), Chaitanya Baru (SDSC), Da Qi Ren (Huawei), Dileep Kumar
(Cloudera), Jamie Reding (Microsoft), John Fowler (Oracle), John Poelman
(IBM), Karthik Kulkarni (Cisco), Meikel Poess (Oracle), Mike Brey (Oracle),
Mike Crocker (SAP), Paul Cao (HP), Reza Taheri (VMware), Simon Harris
(IBM), Tarig Magdon-Ismail (VMware), Wayne Smith (Intel)and Yanpei Chen
(Cloudera)



TPCx-HS Execution

— Run 1 (T)

— Run 2 (T)

« HSGen is a program to generate the data at a
particular Scale Factor

« HSDataCheck is a program to check the compliance
of the dataset and replication

« HSSort is a program to sort the data into a total order

« HSValidate is a program that validates the output is
sorted

The performance run is defined as the run with the
lower Performance Metric. The repeatability run is
defined as the run with the higher Performance Metric



Experiments and Analysis



First TPCx-HS Publication
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. Red Hat
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Observations

- Significant performance improvement with tuning CPU, Memory, IO and
Network

« X-HS did not perform out of the box on some commercial Hadoop
distributions, unveiled interesting problems

« 50% Performance improvement in 6 months, 2x Performance
improvement in 12 months

- Workload is simple but does exercise major subsystems ‘fairly’ equally
« SUT - realistic configurations

- Performance improvements haven't been following SPECintRate



CPU and Memory Tuning: Example

Parameters | Seftings |

Turbo Boost: Enabled

Enhanced Intel Speedstep — |__Parameters | Seitings
A Memory RAS Configuration Maximum-Performance
Hyper threading Enabled
- - BT =rcbled
Core Multiprocessing All
Executive Disabled Bit Platform Default CMiDDHINMbde e ezl
Virtualization Technology Disabled S e Fe - i
Hardware Pre-fetcher Enabled DDR 3 Voltage Selection Platform Default

Platform Default
Platform Default
Disabled
Disabled

Channel Interleaving

| Enhanced Intel Speedstep

| Hyperthreading

| Core Multiprocessing

| Executive DisabledBit

| Virtualization Technology

| Hardware Prefetcher |

Enabled
Enabled
Enabled
Enabled
Disabled
Disabled
Disabled
Disabled
Disabled
Enterprise
Platform Default
Platform Default
Performance
Performance
Enabled
Hw-all
Performance
| ChannelInterleaving

| Ranklinterleaving

Rank Interleaving
b

0| O
(1]
o
[72]
(2]
=
=



Network Tuning: Example

5
0
1
1
0
1
1
1
1
1
1
16777216
16777216
16777216

16777216

net.core.netdev_max_backlog 10000
net.core.netdev_max_backlog 10000




|O Tuning: Example

|__Parameters | Settings ____________________________|
B RAID 0 of individual disk drives
Always Write Back ,NoCacheBadBBU, Read Ahead
| stripesize 0 [EEEIEES
Disk Drive Cache Enabled (Read)

Disable (Write)



Single NIC vs Dual 10Gbit with NIC Bonding
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HSGen HSSort HSValidate Total Time
Benchmark Types
@ Single NIC W Dual 10Gbit with NIC Bonding

28% better performance

HSGen
HSSort
HSValidate
Total Time
HSph@SF

10Gbits
173
286
69
528
5.2

2x 10Gbits
102
218
55
375
7.4



MTU 1500 vs MTU 9000

500
450

400

21 % less

350
300

250

17 % less

N

200 - 32 % less

150

100 -
50 -

Total Time Taken in Seconds

HSGen

21% better performance

HSSort

12 % less

HSValidate

Benchmark types

®MTU 1500

&MTU 9000

Total Time

HSGen
HSSort
HSValidate
Total Time
HSph@SF

MTU 1500

140
264
56
460
6.0

MTU 9000
95

217

49

361

7.7



JBOD vs RAID 0

450
400
350
300
250
200
150
100

50

Time Taken in Seconds

11%less

16%less

HSGen

11% better performance

HSSort HSValidate Total Time
Benchmark Types
W JBOD W RAIDO

JBOD RAIDO

HSGen 111 95
HSSort 237 217
HSValidate 53 49
Total Time 401 361
HSph@SF 6.9 7.7
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XFS agcount32 vs agcount2
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400
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100
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Time Taken in Seconds

Agcount32 vs Agcount2

18%less

13%less

a2%loss L R

HSGen HSSort HSValidate Total Time
Benchmark Type

Wagcount=32 Magcount=2

18% better performance

agcount32 Agcount2

HSGen 126 95
HSSort 246 217
HSValidate 56 49
Total Time 428 361
HSph@SF 6.5 7.7
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Hadoop Block Sizes: 512, 256, 128, 64MB

Time Taken in Seconds

550
500
450
400
350
300
25
20
15
10

5

O O O O O O

HSGen

Hadoop Block Size

HSSort HSValidate
Benchmark Type

W512MB w256 MB ®128 MB W64 MB

Total Time

HSGen
HSSort
HSValidate
Total Time
HSph@SF

HSGen
HSSort
HSValidate
Total Time
HSph@SF

512MB 256MB

95 110
217 246
49 55
361 411
7.7 6.8
128MB 64MB
111 119
291 344
65 65
467 528
5.9 5.3



Hadoop Tuning: Example

5128
True
. True
o True
-Xmx800m -Xms800m -Xmn256m

0000

o

.

2

s [ Experiments were conducted on a 16 node cluster, one server configured

tasktracker.http.threads . . .

as name node and 15 servers configured as data nodes, with two CPUs with
a total of 24 cores/48 threads
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|O and Network Utilization

GBytes/sec
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CPU Utilization

CPU Utilization (%)
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Analysis of Results and Trends

1 TB Results

R

Watts/KHSph

System Apache Hadoop
Availability Compatible Software
MapR Converged

Operating Date

' 'cll's' é'c:' Cisco UCS Integrated ' 110.12| 38,168.98 USD NR 03/31/16|Community Edition Version [Red Hat Enterprise | - o3,30,1¢/ 16
[nfrastructure for Big Data 5.0 :
2 VL |Huawei Fusiontnsight for Big 9.11| 54,214.00 USD NR 09/16/15|Huawei FusionInsight 2.5  |ed Hat Enterprise | g ,15,15 ¢
Huawe |2ata ' e : Linux Server 6.5

Cloudera Distribution for Red Hat Enterprise

3 Dell PowerEdge 730/730xd | 7.39| 46,762.93 USD NR 10/19/ 15 e T %.4.2| s Sorver €8 | 10/16/15| 13
st ] 1er]hcisco UCS Integrated - Red Hat Enterprise

4 | c1sco [Infrastructure for Big Data 5.07(121,231.76 USD NR 01/09/15|MapR M5 Edition 4.0.1 Linux 6.4 01/08/15| 16

3 HW vendors, 4 Hadoop ISVs, Bare-metal and virtualized

Significant performance improvement by tuning, applicable to real-life



Analysis of Results and Trends

« Publications at larger scale factors

30 TB Results

Apache Hadoop Operating
Compary | System ___HSph Price/HSph Watts/KHSP® pwlibiiey _copaive Sohware

ol ucs teonted 2 o oo s2 uso torsnsfEestenDibaion for [t ot S 10315

o fhe oy et sl us] | ononely 0ven Pedor s 1on e s v s 22
3 Dell PowerEdge R720xd With 150.76/49,110.55 USD NR 03/12/15fllilf:llJsl‘/jfrraz,C S:pslizbodcg%sl Suse SLES 11 SP3| 03/09/15 32
4 Dell PowerBdge R720xd With |9 15|4g,426.85 USD NR 03/10/15§§u§::a2'c I\[')I;'pslizaot}c:?\isl Suse SLES 11 SP3| 03/09/15| 32
s fhe e et ol snuse] | oonsnsiGessenvanbuen o hed el gsges 17
6 Dell PowerEdge 730/730xd | 8.38|41,238.43 USD NR 10/19/15ﬁg’a”ciee’?_'a"éf::'(’ggﬁ‘)f?“.2 Red Hat Enterprise| 10/16/15| 13

100 TB Results

Apache Hadoop
Compect Sonetare | OPerating svstem

ol | Il | 14[Cisco UCS Integrated IBM Open Platform (IBM Red Hat Enterprise
1 C15C O |Infrastructure for Big Data 22.26(37,839.54 USD NR 07/07/16 I0P) 4.1 Linux Server 6.7 07/07/16
ol | 1l | 14|Cisco UCS Integrated Cloudera Distribution for Red Hat Enterprise
2 C1SCO |Infrastructure for Big Data 21.99/39,193.64 USD NR 10/26/15 Apache Hadoop (CDH) 5.3.2 [Linux Server 6.5 10/23/15| 32

MR1 vs MR2




Summary

- Significant performance improvement with tuning CPU, Memory, 10, and
Network

« 50% Performance improvement in 6 months, 2x Performance improvement in 12
months — based on published results

- Workload is simple but does exercise major subsystems ‘fairly’ equally

- Hadoop systems do not perform out of the box even on commercial Hadoop
distributions, and unveiled interesting problems

- Applicability across broad range of system topologies and implementation
methodologies

- The paper provides several BIOS, operating system (OS), Hadoop, and Java
tunings that can maximize the performance of Hadoop cluster



Questions ?



Announcement from VLDB

Very
‘é?;%e 7:00 to 9:00 PM Today
Mr. Ravi Shankar Prasad, Government
of India's Union Minister of Information
DIGITAL INDIA EVENT Technology, How data is instrumental
ﬁ,' T for making India Digital
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Prof. Deepak Phatak, IIT Bombay, The
journey from VLDB 1996 till VLDB
2016 and vision beyond
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