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Abstract

Overview

This report documents the methodology and results of the TPC Benchmark™ C test conducted on
Dell PowerEdge 2900. The tests were run in a client/server configuration using one PowerEdge SC
1430 as client. The operating system used for the benchmark was Microsoft Windows Server 2003
SP1, Microsoft SQL Server 2005 Standard x64 Edition on the database server and Microsoft
Windows Server 2003 Standard Edition on the client. The database was Microsoft SQL Server 2005
Standard x64 Edition. Microsoft COM+ provided the database connection queues. All tests were
done in compliance with Revision 5.8 of the Transaction Processing Council’'s TPC Benchmark™ C
Standard Specification. Two standard TPC Benchmark™ C metrics, transactions per second (tpmC)
and price per tpmC ($/tpmC) are reported and referred to in this document. The results from the
tests are summarized below.

Hardware Software Total tpmC $/itpmC Availability Date
System
Cost
Dell Microsoft

PowerEdge SQL Server 2005 $63,080 69,564 $.91 March 9, 2007
2900 Standard x64
Edition

With Windows
Server 2003
Standard x64
Edition SP1

Auditor

The results of the benchmark and test methodology used to produce the results were audited by
Lorna Livingtree of Performance Metrics and have fully met the TPC-C rev 5.8 specifications.

Additional copies of this Full Disclosure Report can be obtained from either the Transaction
Processing Performance Council or Dell at the following address:

Transaction Processing Performance Council (TPC)
c/o Adminstrator, TPC

Presidio of San Francisco

Bldg 572B Ruger St.

San Francisco, CA 94129-0920

Phone: (415) 561-6272, fax 415-561 6120
www.tpc.org

or

Dell

1 Dell Way

Round Rock, TX 78682
Attention: Mike Molloy, Ph.D.
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DeLL

SC1430 Client

PowerEdge 2900 Server with PowerEdge

TPC-C Rev 5.8
Original Report Date
March 9, 2007
Updated April 23, 2007 for
pricing

Total System Cost

TPC-C Throughput

Price/Performance

Availability Date

$63,080 69,564 tpmC $.91 /tpmC March 9, 2007
Processor Database Operating Other Software Number of Users
Manager System

1/4/4 Quad Core Microsoft Microsoft Windows Server
Intel® Xeon® E5345, | SQL Server 2005 Windows 2003 Standard 55,120

2X4MB Cache, Standard x64 Server Edition w/ COM+

2.33GHZ 1333, Edition 2003 Internet Information

667MHZ FSB Standard Server 6.0

x64 Edition Microsoft Visual
SP1 C++

PowerEdge SC1430 Client PowerEdge 2600

2.33GHz,1333MHz FSB

1024 MB RAM
Broadcom NetXtreme Il Gigabit Adapter
1 80GB SATA 7.2K Disk

2/2/4 5140, Dual Core Intel® Xeon®, 4MB cache,

1333MHz FSB

55,120 Emulated Users
Running on 2 PEG350 RTE
Machines Connected Through
1 1000BaseT Segment

1/4/4 E5345, Quad Core Intel® Xeon® , 2x4MB cache, 2.33GHz,

24GB 667MHz (12x2GB), Dual Ranked Fully Buffered DIMM
Dual embedded Broadcom Netxtreme Il Gigabit Ethemet NICs

1 PERCSi SAS RAID Controller

3 Dell PERC5e SAS RAID Controllers
8 146GB,3GBPS,SAS,3.5IN 10K

6 PowerVault MD1000 SAS
Enclosures
90 36GB, 3GBPS, SAS, 3.5IN 15K

System Component Server Each Client
Processor/Core/Cache 1 1/4/4 Quad Core Intel® 2 | 2/2/4 Dual Core Intel®
Xeon® E5345, 2.33GHz, Xeon® 5140 2.33Ghz 4MB
1333, 2X4MB L2
Memory 24GB 667 FB-DIMM 1024 MB
Disk Controllers 3 Dell PERCS5 RAID Controllers | 1 | Onboard SATA
1 Integrated PERC5i Raid
Controller.
Disk Drives 90 | 36GB SAS 15K 1 | 80GB 7.2K SATA
8 146GB SAS 10K
Total Storage 98 | 3548GB SAS 1 | 80GB SATA
Other 2 Broadcom NetXtreme Il GigE 2 | Broadcom NetXtreme Il GigE
1 CD-ROM 1 | CD-ROM
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TPC-C REV 5.8 EXECUTIVE SUMMARY

Dell PowerEdge 2900
Report Date: March-09 Updated April 23, 2007 for Pricing.
Description Part Humber Third Party Unit Price Exﬁ?cfd = Y;r'i'lj %

Server Hardware Brand Pricing
5345 2X4MB(2.33GHz, 1333F58 2227261 §1,542.00 1 51,542.00 $320.00
24GB 88TMHz(12x268),2R 3116201 54,618.00 1 54,618.00
PERCSJ/E,SAS,EXT, PCHE,MD1000 341-3023 5795.00 3 §2,397.00
148GB SAS 10K (05+L0G) 341-3029 $369.00 8 £2,952.00
E773= 17-inch Color CRT Monitor E7F33YR £149.00 1 $148.00

Subtotal $11,658.00 £320.00
PowerVault Disk Subsystem
PY MD1000,RACK 3U 15 BAY LBZL 220-4475 §2630.00 8 §16,080.00 $9,838.00
SINGLE ENCL MGT MODULE, SAS ONLY 420-5927 $345.83 §2,074.98
SAS CABLE 1M MD1000 310-7082 £30.00 6 £180.00
36GB SAS 15K (Data+Backups) 340-8472 2249.00 50 322 410,00
Dell Depth 4 Post Rack 30U RACK-111-30-D Rackzelutions.com 3 3428 q 3429.00

Subtotal £41,173.98 £9,328.00
Server Software
SQL Server 2005 Std x64 Edition, Per processor licensing * 226-03128 Wicrosoft.com 1 $5,999.00 1 5,999.00
Windows Server 2003 Standard x64 Edition ** PT3-0295 Wicrozoft.com 1 §719.00 1 £719.00
Professional Support (1 Incident) Microsoft.com 1 2245.00 1 5245.00

Subtotal 86,718.00 5245.00
Client Hardware
Dell PowerEdge SC 1430, 2.33GHZ/4MB, 1333 FSB 222-3183 §1,080.00 1 £1,060.00 £320.00
Additional processor, 5140,4MB/2.33GHz,1333FS8 311-5142 5748.00 1 748,00
168,667TMHz (2X512MB),1R,FBD 311-6151 $339.00 1 $339.00
B0GB,SATA 1IN,7.2K RPM HD 72K 341-3757 £99.00 1 £99.00
BCOM MetX 5721, Gb ETHERNET NIC 430-1496 $59.00 1 $59.00
E773s 17-inch Color CRT Monitor E7T33YR 5149.00 1 $149.00

Subtotal 52 455.00 £320.00
Client Software
Windows Server 2003 Standard Edition = P73-00295 Wicrosoft.com 1 §715.00 1 5719.00
Visual C++ Standard Edition 254-00170 Wicrozoft.com 1 £109.00 1 $109.00

Subtotal 282800
Uzer Connectivity
5ft Crossover cable CBLCSCT LanAdapter.com 2 5138 3 3414

Subtotal 5414
Al Hardware and maintence components from Dell are dizcounted 16% bazed on total dollar value of thiz configuration. Other Discounts £10,530.40

Total USD: $52,307 $10,773

Notes: For pricing verification call 1-800-BUY-Dell and reference Quote# 302341264 a= a complex quote. Three-Year Cost of Ownership USD: 563,080
* Al Microseft maintenance is covered by the maintenance costs of Microzoft SQL Server
Pricing: 1 - Microsoft 2 - LanAdapter.com 3 -RackSolutions.com tpmC Rating: 63564
Audited by Lorna Livingtree, Performance Metrics Inc. | | | | USD"“me:| 091

Prices used in the TPC benchmarks reflect the actual prices a customer would pay for a one time purchase of the stated components. Individually
negotiated discounts are not permitted. All discounts reflect standard pricing policies for the listed components. For complete details, see the
pricing sections of the TPC benchmark pricing specifications. If vou find that the stated prices are not available according to these terms, please

nform the TPC at pricing@tpc.org.

Dell Performance Analysis Labs
TPC-C Full Disclosure Report
©Copyright 2007 Dell Inc.

April 2007




MQTh, computed Maximum Qualified Throughput

Response Times (in seconds)

Neworder

Payment

Delivery (interactive portion)
Stock-Level

Order Status

Delivery (deferred portion)
Menu

69,564 tpmC

Average | 90" Max
0.19 0.26 5.00
0.13 0.15 1.66
0.10 0.11 1.26
0.22 0.30 1.58
0.18 0.25 4.68
0.17 0.25 5.03
0.11 0.11 1.75

Response time delay added for emulated components Menu 0.1
Resp 0.1

Transaction Mix, in percent of total transactions
- New-Order 44.82%
- Payment 43.03%
- Delivery 4.05%
- Stock-Level 4.05%
- Order-Status 4.04%
Keying/Think Times (in seconds), Min Average Max
- New-Order 18.03 0.0 18.03 12.05 1894 120.44
- Payment 3.03 0.0 3.03 12.06 3.95 120.43
- Delivery 203 0.0 2.03 5.07 294 50.42
- Stock-Level 203 0.0 2.03 5.07 294 5043
- Order-Status 203 0.0 2.03 10.05 2.94 100.43
Test Duration
- Ramp-up time 68 minutes
- Measurement interval 120 minutes
- Number of checkpoints 4
- Checkpoint interval 30 minutes
- Number of transactions (all types)

19,382,105
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Introduction

Document Structure

The TPC Benchmark C Standard Specification Revision 5.8, written and approved by the
Transaction Processing Performance Council (TPC), determines the contents of this report. The
format of this report is based on this specification. Most sections of this report begin with the
specification requirements printed in italic type, immediately followed by the detail in plain type of
how Dell complied with the specification. Where extensive listings are required (such as listing of
code), a note is included which references an appendix containing the listing.

Benchmark Overview

TPC Benchmark™ C (TPC-C) is an OLTP workload. It is a mixture of read-only and update
intensive transactions that simulate the activities found in complex OLTP application
environments. It does so by exercising a breadth of system components associated with such
environments, which are characterized by:

. The simultaneous execution of multiple transaction types that span a breadth of
complexity

. On-line and deferred transaction execution modes

. Multiple on-line terminal sessions

. Moderate system and application execution time

. Significant disk input/output

. Transaction integrity (ACID properties)

. Non-uniform distribution of data access through primary and secondary keys

. Databases consisting of many tables with a wide variety of sizes, attributes, and
relationships

. Contention on data access and update

The performance metric reported by TPC-C is a "business throughput” measuring the number of
orders processed per minute. Multiple transactions are used to simulate the business activity of
processing an order, and each transaction is subject to a response time constraint.

The performance metric for this benchmark is expressed in transactions-per-minute-C (tpmC). To
be compliant with the TPC-C standard, all references to tpmC results must include the tpmC rate,
the associated price-per-tpmC, and the availability date of the priced configuration.

Although these specifications express implementation in terms of a relational data model with
conventional locking scheme, the database may be implemented using any commercially
available database management system (DBMS), database server, file system, or other data

repository that provides a functionally equivalent implementation. The terms "table”, "row", and
"column" are used in this document only as examples of logical data structures.

TPC-C uses terminology and metrics that are similar to other benchmarks, originated by the TPC
or others. Such similarity in terminology does not in any way imply that TPC-C results are
comparable to other benchmarks. The only benchmark results comparable to TPC-C are other
TPC-C results conformant with the same revision.

Despite the fact that this benchmark offers a rich environment that emulates many OLTP
applications, this benchmark does not reflect the entire range of OLTP requirements. In addition,
the extent to which a customer can achieve the results reported by a vendor is highly dependent
on how closely TPC-C approximates the customer application. The relative performance of
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systems derived from this benchmark does not necessarily hold for other workloads or
environments. Extrapolations to any other environment are not recommended.

Benchmark results are highly dependent upon workload, specific application requirements, and
systems design and implementation. Relative system performance will vary as a result of these
and other factors. Therefore, TPC-C should not be used as a substitute for a specific customer
application benchmarking when critical capacity planning and/or product evaluation decisions are
contemplated.

System Overview

The hardware configuration used in this TPC-C test is a Dell PowerEdge 2900 server driven by
one Dell PowerEdge SC1430 client. The client and server are networked together via ethernet
cables. Two remote terminal emulators (RTE) systems PowerEdge 6350 emulate users executing
the standard TPC-C workload. The RTE are connected to the client through 1000 BaseT
segments. The segment connects to the client machine at 1000 BaseT and to the RTE machine
at 1000Mbit/sec, full duplex. Microsoft Windows Server 2003, Standard x64 Edition SP1 was the
operating system used on the server. Microsoft Windows Server 2003, Standard x64 Edition was
used on the client. Microsoft SQL Server 2005 Standard x64 Edition was the database on the
server machine.

The PowerEdge 2900 motherboard uses an Intel chipset and can hold up to 2/4/4 Xeon® Quad
Core processors (2.66GHz Max). This result used 1/4/4/ 2.33 GHz 1333 with 2 x 4MB L2 cache
and 64-bit Extensions. The system has 1 PCl-e x8 slot, 3 PClI-e x4 slots, and 2 PCI-x 64 Bit/133
MHz slots. The measured configuration used 24 GB of fully buffered 667 DDR2 RAM, which was
achieved using 12 2 GB DIMMSs. The network adapters are embedded with Broadcom NetXtreme
Il GigE network adapters.

The PowerEdge 2900 has an integrated 6 slot riser board to which was attached 8 146GB SAS
LFF disks in RAID 10 configuration containing the database log and operating system via an
internal channel on a Dell internal PERC5i RAID controller. In addition, three Dell PERC5e PCl-e
RAID controllers were installed in PCl-e slots for the data volumes. The Dell PERC5e PCl-e
RAID controllers were connected to 6 MD1000 disk pods enclosing a total of 90 36GB 15K RPM
SAS disks.

The client has 2/2/4 2.33GHz Intel Xeon® processors with 4MB of L2 cache. The client has 1024
Mbytes of RAM, one 80 GB hard disk, 2 Broadcom NetXtreme |l network adapters, one
embedded.The client’s Broadcom adapters were connected to the RTE machine and database
server through ethernet cables.
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General Items

Test Sponsor

A statement identifying the sponsor of the Benchmark and any other companies who have
participated.

Dell was the test sponsor of this TPC Benchmark™ C.

Application Code and Definition Statements

The application program must be disclosed. This includes, but is not limited to, the code
implementing the five transactions and the terminal input/output functions.

The application consists of the Microsoft Benchcraft Remote Terminal Emulator (RTE) program
emulating a set of users entering TPC-C transactions through web browsers, and communicating
with Client machines running the Microsoft Internet Information Server (I1IS) web server. The
Client machines use the COM+ transaction monitor to communicate with the database server
machine.

On each Client machine IIS loads a custom Microsoft Internet Information Server Application
Programming Interface dynamic link library (ISAPI DLL) application program that communicates
with the emulated web browsers through the HTTP protocol and with the database server through
the COM+ transaction monitor and the Microsoft DBLIB interface. The application supplies fill-in
screens to the user for each transaction, then parses the data in each request, and makes a call
on SQL Server through the COM+ layer, which manages a set of DBLIB connections to the
database server. The resulting data is passed back to the application where it is formatted into
HTML and sent back to the user’s browser. The Delivery transaction is handled directly from the
application to the database without the use of COM+.

The web Client code is listed in Appendix A.

Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been
changed from the default found in actual products; including but not limited to:

e Database options

e Recover/commit options

e Consistency/locking options

e System parameter, application parameters, and configuration parameters.
This requirement can be satisfied by providing a full listing of all parameters and options.

Appendix C contains all the database, Windows 2003 Server, and Internet Information Service
parameters used in this benchmark.

Appendix D contains the 60 day space calculations.
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Configuration Diagrams

Diagrams of both the measured and priced system must be provided, accompanied by a

description of the differences.

Figures 1 and 2 respectively show the measured and priced full client/server configurations. The
system under test (SUT) in the measured system was identical to what was priced.

Figure 1: Measured Configuration

PowerEdge SC1430 Client
2/2/4 5140, Dual Core Intel® Xeon®, 4MB cache,
2.33GHz,1333MHz FSB

1024 MB RAM
Broadcom NetXtreme Il Gigabit Adapter
1 80GB SATA 7.2K Disk

: L
- )
| Fo—

55,120 Emulated Users
Running on 2 PE6350 RTE
Machines Connected Through
1 1000BaseT Segment

PowerEdge 2900

1/444 ES345, Quad Core Intel® Xeon® , 2x4MB cache, 2.33GHz,
1333MHz FSB

24GB 667MHz (12x2GB), Dual Ranked Fully Buffered DIMM
Dual embedded Broadcom NetXtreme |l Gigabit Ethemet NICs

1 PERCSi SAS RAID Controller

3 Dell PERC5e SAS RAID Controllers
8 146GB,3GBPS,SAS 35N 10K

6 PowerVault MD1000 SAS
Enclosures
90 36GB, 3GBPS, SAS, 3.5IN 15K
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Figure 2: Priced Configuration

PowerEdge SC1430 Client PowerEdge 2900

2/2/4 5140, Dual Core Intel® Xeon®, 4MB cache, 1/4/4 ES345, Quad Core Intel® Xeon® , 2x4MB cache, 2.33GHz,
2.33GHz,1333MHz FSB 1333MHz FSB

1024 MB RAM 24GB B67MHz (12x2GB), Dual Ranked Fully Buffered DIMM
Broadcom NetXtreme Il Gigabit Adapter S

1 PERCSI SAS RAID Controller

3 Dell PERCSe SAS RAID Controllers
8 146GB,3GBPS,SAS,3.5IN 10K

1
)
L L oe—

55,120 Emulated Users
Running on 2 PE6G350 RTE
Machines Connected Through
1 1000BaseT Segment

6 PowerVault MD1000 SAS
Enclosures
90 36GB, 3GBPS, SAS, 3.5IN 15K

Clause 1 -- Logical Database Design Related Items

Table Definitions

Listings must be provided for all table definition statements and all other statements used to set-
up the database. (8.1.2.1)

Appendix B contains the code used to define and load the database tables.

Physical Organization of the Database
The physical organization of tables and indices, within the database, must be disclosed. (8.1.2.2)

The measured configuration used 98 disk drives. The organization is shown in Table 5: Data
Distribution.
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Insert and Delete Operations

It must be ascertained that insert and/or delete operations to any of the tables can occur
concurrently with the TPC-C transaction mix. Furthermore, any restriction in the SUT database
implementation that precludes inserts beyond the limits defined in Clause 1.4.11 must be
disclosed. This includes the maximum number of rows that can be inserted and the maximum key
value for these new rows. (8.1.2.3)

Insert and delete functionality was fully operational during the benchmark.

Horizontal and Vertical Partitioning

While there are a few restrictions placed upon horizontal or vertical partitioning of tables and rows
in the TPC-C benchmark (see Clause 1.6), any such partitioning must be disclosed. (8.1.2.4)

Partitioning was not used in this benchmark.

Replication
Replication of tables, if used, must be disclosed (see Clause 1.4.6). (8.1.2.5)

Replication was not used in this benchmark.

Table Attributes

Additional and/or duplicated attributes in any table must be disclosed along with a statement on
the impact on performance (see Clause 1.4.7). (8.1.2.6)

No additional attributes were used in this benchmark.
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Clause 2 -- Transaction and Terminal Profiles Related Iltems

Random Number Generation
The method of verification for the random number generation must be described. (8.1.3.1)

The random number generation was done internal to the Microsoft BenchCraft RTE program,
which was audited independently. The benchcraft RTE from Microsoft computes random integers
as described in “Random Number Generators: Good Ones are Hard to Find.” Communications of
the ACM — October 1988 Volume 31 Number 10.

Screen Layout
The actual layouts of the terminal input/output screens must be disclosed. (8.1.3.2)

The screen layouts are based on those in Clauses 2.4.3, 2.5.3, 2.6.3, 2.7.3, and 2.8.3 of the TPC-
C Standard Specification. There are some very minor differences based on the fact that this is a
web client implementation.

Terminal Verification

The method used to verify that the emulated terminals provide all the features described in
Clause 2.2.2.4 must be explained. Although not specifically priced, the type and model of the
terminals used for the demonstration in 8.1.3.3 must be disclosed and commercially available
(including supporting software and maintenance). (8.1.3.3)

The terminal features were verified by allowing the auditor to manually execute each of the five
transaction types, using Microsoft Internet Explorer version 3.0.

Intelligent Terminals

Any usage of presentation managers or intelligent terminals must be explained. (8.1.3.4)
Comment 1: The intent of this clause is to describe any special manipulations performed by a
local terminal or workstation to off-load work from the SUT. This includes, but is not limited to:
screen presentations, message bundling, and local storage of TPC-C rows.

Comment 2: This disclosure also requires that all data manipulation functions performed by the
local terminal to provide navigational aids for transaction(s) must also be described. Within this
disclosure, the purpose of such additional function(s) must be explained.

Application code involved in the manipulation of data was run on the client. Screen manipulation
commands in the form of HTML were downloaded to the web browser, which handled input and

output presentation graphics. A listing of this code is included in Appendix A. Microsoft Internet
Information Service assisted in the processing and presentation of this data.

Transaction Profiles

The percentage of home and remote order-lines in the New-Order transactions must be
disclosed. (8.1.3.5)

The percentage of New-Order transactions that were rolled back as a result of an unused item
number must be disclosed. (8.1.3.6)

The number of items per orders entered by New-Order transactions must be disclosed. (8.1.3.7)
The percentage of home and remote Payment transactions must be disclosed. (8.1.3.8)

The percentage of Payment and Order-Status transactions that used non-primary key (C_LAST)
access to the database must be disclosed. (8.1.3.9)

The percentage of Delivery transactions that were skipped as a result of an insufficient number of
rows in the NEW-ORDER table must be disclosed. (8.1.3.10)
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Table 1: Transaction Statistics

Transaction Function Value
New Order Home Warehouse ltems 99.00%
Remote Warehouse Items 1.00%
Rolled Back Transactions 1.00%
Average Lines Per Order 10.00
Payment Home Warehouse 85.00%
Remote Warehouse 0.15%
Non-Primary Key Access 60.03%
Order Status Non-Primary Key Access 60.01%
Delivery Skipped Transactions 0

Transaction Mix
The mix (i.e., percentages) of transaction types seen by the SUT must be disclosed. (8.1.3.11)

Table 2: Transaction mix

Transaction Percentage
New Order 44.82%
Payment 43.04%
Order Status 4.05%
Delivery 4.05%
Stock Level 4.04%

Deferred Delivery Mechanism

The queuing mechanism used to defer the execution of the Delivery transaction must be
disclosed. (8.1.3.12)

The application creates a semaphore-base thread pool consisting of a user-specified number of
threads, which open DBLIB connections on the database. When a Delivery transaction is posted
one of these threads makes the database call while the transaction’s original thread returns
control to the user. Upon completion the Delivery thread writes an entry in the Delivery log and
returns to the thread pool.

The source code is listed in Appendix A.
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Clause 3 -- Transaction and System Properties Related Items

ACID Tests

The results of the ACID tests must be disclosed along with a description of how the ACID
requirements were met. This includes disclosing which case was followed for the execution of
Isolation Test 7. (8.1.4.1)

All ACID property tests were successful. The executions are described below.

Atomicity

The system under test must guarantee that the database transactions are atomic; the system will
either perform all individual operations on the data or will assure that no partially completed
operations leave any effects on the data.

Completed Transactions

A row was selected in a script from the warehouse, district and customer tables, and the balances
noted. A payment transaction was started with the same warehouse, district and customer
identifiers and a known amount. The payment transaction was committed and the rows were
verified to contain correctly updated balances.

Aborted Transactions

A row was selected in a script from the warehouse, district and customer tables, and the balances
noted. A payment transaction was started with the same warehouse, district and customer
identifiers and a known amount. The payment transaction was rolled back and the rows were
verified to contain the original balances.

Consistency

Consistency is the property of the application that requires any execution of a database
transaction to take the database from one consistent state to another, assuming that the
database is initially in a consistent state.

Consistency conditions one through four were tested using a shell script to issue queries to the
database. The results of the queries verified that the database was consistent for all four tests. A
run was executed under full load lasting over ten (10) minutes and included a checkpoint. The
shell script was executed again. The result of the same queries verified that the database
remained consistent after the run.

Isolation

Sufficient conditions must be enabled at either the system or application level to ensure the
required isolation defined above (clause 3.4.1) is obtained.

Isolation tests one through nine were executed using shell scripts to issue queries to the
database. Each script included timestamps to demonstrate the concurrency of operations. The
results of the queries were captured to files. The captured files were verified by the auditor to
demonstrate the required isolation had been met.

Isolation Test 1
This test demonstrates isolation for read-write conflicts of Order-Status and New-Order
transactions.

The execution of the above test proceeded as follows:
1. An Order-Status transaction TO was executed for a randomly selected customer, and the
arder returned was naoted T0 was committed
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A New-Order transaction T1 was started for the same customer used in TO. T1 was
stopped prior to the commit.

An Order-Status transaction T2 was started for the same customer used in T1. T2
completed and was committed without being blocked by T1. T2 returned the same order
that TO had returned.

T1 was allowed to complete and was committed.

An Order-status transaction T3 was started for the same customer used in T1. T3
returned the order inserted by T1.

This outcome demonstrates serialization of T2 before T1. It has the equivalent validity to
the outcome specified in the Standard which supposes T1 to be serialized before T2.

Isolation Test 2

This test demonstrates isolation for read-write conflicts of Order-status and New-Order
transactions when the New-Order transaction is rolled back.

The execution of the above test proceeded as follows:

1.

2.

3.

An Order-Status transaction TO was executed for a randomly selected customer and the
order returned was noted. TO was committed.

A New-Order transaction T1 with an invalid item number, was started for the same
customer used in TO. T1 was stopped immediately prior to rollback.

An Order-Status transaction T2 was started for the same customer used in T1. T2
completed and was committed without being blocked by T1. T2 returned the same order
that TO had returned.

T1 was allowed to rollback.

An Order-status transaction T3 was started for the same customer used in T1. T3
returned the same order that TO had returned.

Isolation Test 3
This test demonstrates isolation for write-write conflicts of two New-Order transactions.
The execution of the above test proceeded as follows:

1.
2.

3.

The D_Next_O_ID of a randomly selected district was retrieved.

A New-Order transaction T1 was started for a randomly selected customer within the
district used in step 1. T1 was stopped immediately prior to commit.

Another New-Order transaction T2 was started for the same customer used in T1. T2
waited.

T1 was allowed to complete. T2 completed and was committed.

The order number returned by T1 was the same as the D_Next_O_ID retrieved in step 1.
The order number returned by T2 was one greater that the order number returned by T1.
The D_Next_O_ID of the same district was retrieved again. It has been incremented by
two (i.e. it was one greater than the order number returned by T2).

Isolation Test 4

This test demonstrates isolation for write-write conflicts of two New-Order transactions when one
transaction is rolled back.

The execution of the above test proceeded as follows:

1. The D_Next_O_ID of a randomly selected district was retrieved.

2. A New-Order transaction T1, with an invalid item number, was started for a randomly
selected customer within the district used in step 1. T1 was stopped immediately prior to
rollback.

3. Another New-Order transaction T2 was started for the same customer used in T1. T2
waited.

4. T1 was allowed to roll back, and T2 completed and was committed.

5. The order number returned by T2 was the same as the D_Next_O_ID retrieved in step 1.

6. The D-Next_O_ID of the same district was retrieved again. It has been incremented by
one (i.e. one greater that the order number returned by T2).
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Isolation Test 5
This test demonstrates isolation for write-write conflicts of Payment and Delivery transactions.
The execution of the above test proceeded as follows:
1. A query was executed to find out the customer who would be updated by the next
delivery transaction for a randomly selected warehouse and district.
2. The C_Balance of the customer found in step 1 was retrieved.
3. Adelivery business transaction T1 was started for the same warehouse used in step 1.
T1 was stopped immediately prior to the commit of the database transaction
cooresponding to the district used in step 1.
4. A payment transaction T2 was started for the same customer found in step 1. T2 waited.
5. T1 was allowed to complete. T2 completed and committed.
6. The C_Balance of the customer found in step 1 was retrieved again. The C_Balance
reflected the results in both T1 and T2.

Isolation Test 6
This test demonstrates isolation for write-write conflicts of Payment and Delivery transactions
when the Delivery transaction is rolled back.
The execution of the above test proceeded as follows:
1. A query was executed to find out the customer who would be updated by the next
delivery transaction for a randomly selected warehouse and district.
The C_Balance of the customer found in step 1 was retrieved.
A delivery business transaction T1 was started for the same warehouse used in step 1.
T1 was stopped immediately prior to the roll back of the database transaction
cooresponding to the district used in step 1.
4. A payment transaction T2 was started for the same customer found in step 1. T2 waited.
5. T1 was allowed to rollback. T2 completed and committed.
6. The C_Balance of the customer found in step 1 was retrieved again. The C_Balance
reflected the results of only T2.

2.
3.

Isolation Test 7

This test demonstrates repeatable reads for the New-Order transaction while an interactive
transaction updates the price of an item.

The execution of the above test proceeded as follows:

1. The |_Price of two randomly selected items X and Y were retrieved.

2. A New-Order transaction T2 with a group of items X and Y was started. T2 was stopped
immediately after retrieving the prices of all items. The prices of itmes X and Y retrieved
matched those in step 1.

3. Atransaction T3 was started to increase the price of items X and Y by 10%.

4. T3 did not stall and no transaction was rolled back. T3 was committed.

5. T2 was resumed, and the prices of all items were retrieved again within T2. The prices of
items X and Y matched those retrieved in step 1.

6. T2 was committed.

7. The prices of items X and Y were retrieved again. The values matched the values set by
T3.

Execution followed Case D of Clause 3.4.2.7.

Isolation Test 8
This test demonstrates isolation for phantom protection between New-Order and Order-Status
transactions.
The execution of the above test proceeded as follows:
1. An Order-Status transaction T1 was started for a randomly selected customer.
2. T1 was stopped immediately after reading the order table for the selected customer. The
most recent order for that customer was found.
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3. A New-Order transaction T2 was started for the same customer. T2 completed and was
committed without being blocked by T1.

4. T1 was resumed and the order table was read again to determine the most recent order
for the same customer. The order found was the same one found in step 2.

5. T1 completed and was committed.

Isolation Test 9

This test demonstrates isolation for phantom protection between New-Order and Delivery

transactions.

The execution of the above test proceeded as follows:
1. The NO_D_ID of all New_Order rows for a randomly selected warehouse and district was

changed. The change was committed.

A delivery transaction T1 was started for the selected warehouse.

T1 was stopped immediately after reading the New_Order table for the selected

warehouse and district. No qualifying row was found.

4. A New-Order transaction T2 was started for the same warehouse and district. T2
completed and was committed without being blocked by T1.

5. T1 was resumed and the New_Order rows for the table was read again. No qualifying
row was found.

2.
3.

6. T1 completed and was committed.
7. The NO_D_ID of all New_Order rows for the selected warehouse and district was
restored to the original value. The changes were committed.
Durability

The tested system must guarantee durability: the ability to preserve the effects of committed
transactions and insure database consistency after recovery from any one of the failures listed in
Clause 3.5.3.

Durable Media Failure
Durability from media failure was demonstrated on the 552 warehouse database. The standard
driving mechanism was used to generate the transaction load of 5520 users for the Loss of Data.
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Loss of Data/ Loss of Log

Loss of data was demonstrated on the 552 warehouse database. The standard driving
mechanism was used to generate the transaction load of 5520 users for the test. To demonstrate
recovery from a permanent failure of durable media containing TPC-C tables, the following steps

were executed:

oukrwnE

9.

10.

11.

12.
13.
14.
15.
16.
15.

The 552 warehouse database was used for this test.

The database was backed up using SQL Server backup facilities.

A sum of D_NEXT_O_ID was taken.

5520 users were logged in to the database and ran transactions.

The system was run at steady state for 5 minutes.

One disk drive in the transaction log array was removed with no effect on
Windows 2003 or SQL Server.

One disk drive in the data array was removed causing SQL Server errors.
The RTE was allowed to continue running. Completed transactions enroute
from the clients were recorded. Error messages began appearing on the RTE
screen.

The RTE was stopped.

SQL Server was stopped and restarted and a dump of the transaction log
was taken.

SQL Server was stopped, Windows 2003 was shutdown and the machine
powered off.

The failed disks were replaced.

The machine was powered up, Windows 2003 and SQL Server were started.
The TPC-C database was dropped and restored from backup.

The transaction log was restored and transactions rolled forward.

A new count of D_NEXT_O_ID was taken.

This number was compared with the number of new orders reported by the
RTE. The difference was valid per the spec.

Instantaneous Interruption and Loss of Memory

Instantaneous Interruption and Loss of Memory were demonstrated on the database with 5512
warehouses in a single test. The standard driving mechanism was used to generate the
transaction load of 55120 users for the test. To demonstrate recovery an instantaneous system
interruption caused by powering off the Server, the following steps were executed:

NogkrwpdnrE

10.
11.
12.
13.

The full database was used.

A sum of D_NEXT_O_ID was taken.

55120 users were logged in to the database and ran transactions.

The system was run is steady state for 5 minutes

A checkpoint was executed and allowed to finish.

The system ran for an additional 30 seconds.

The Server was powered off by normal means, causing instantaneous
interruption. No battery or UPS was providing power for the server.

The RTE was allowed to continue running. Completed transactions enroute
from the clients were recorded. Error messages began appearing on the RTE
screen.

The RTE was stopped.

The server was powered on again and rebooted.

SQL Server was restarted and automatically recovered.

A new count of D_NEXT_O_ID was taken.

This number was compared with the number of new orders reported by the
RTE. The difference was valid per the spec.
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Clause 4 -- Scaling and Database Population Related Iltems

Table Cardinality

The cardinality (e.g., the number of rows) of each table, as it existed at the start of the benchmark
run (see Clause 4.2), must be disclosed. If the database was over-scaled and inactive rows of
the WAREHOUSE table were deleted (see Clause 4.2.2), the cardinality of the WAREHOUSE
table as initially configured and the number of rows deleted must be disclosed. (8.1.5.1)

The database was originally built with 5512 warehouses.
Table 3: Table Cardinality

Table Cardinality as
Benchmarked

Warehouse 5512
District 55120
Customer 165360000
History 165360000
NewOrder 49608000
Orders 165360000
OrderLine 165360000
ltem 100000
Stock 551200000
Deleted Warehouses 0

Constant Values

The following values were used as constant value inputs to the NURand function for this
benchmark.

Table 4. Constant Values

Function Constant C Value
C_LAST (Build) 123
C_LAST (Run) 208

Data Distribution

The distribution of tables and logs across all media must be explicitly depicted for the tested and
priced systems. (8.1.5.2)

The Database was built using a total of 98 disks: 90 36GB for data, 8 146GB for log and OS and
application software. The data drives were configured as hardware RAID 0. Logs and OS were
configured as hardware RAID 10. 3 Dell Perc5e were configured with 1 logical drives each. Each
logical drive spanned 30 disk drives. One internal PERC5i RAID Controller 0 was configured
with 1 logical drive spanning 8 146GB drives. Each Windows 2003 data drive contained 3
partitions: partition 1 for customer/stock, partition 2 for miscellaneous, and partition 3 for backup.
Partitions 1 and 2 were RAW file systems and partition 3 was formatted NTFS. The details are
shown in Table 5.
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Table 5: Data Distribution

W2K Disk Administration Dell Perc5i
Disk 0 544.49GB Controller # 0
Partition Slot# 1 Channels
1 2 3 sasp | A
C: B: 0j00-1
oS LOG 1Joo-2
NTFS RAW 2Jo1-3
10.0GB  [534.50GB 3Jo1-4
4]o2-5
5{02-6
8os-7
9Jos-8
W2K Disk Administration 3 Dell Perc5e SAS RAID Controllers
Disk 1 1,001.24 GB Controller HA-1-3
Disk 2 1,001.24 GB
Disk 31,001.24 GB
Partition Channels
1 2 3lsas| o 1 2 3 4 5
ID
P: O: 0Joo-1 Jo1-1 Jo2-1 Jos-1 Jo4-1 Jos-1
cs1 MS1 1Joo-2 Jo1-2 Jo2-2 Jo3-2 Jo4-2 Jos-2
RAW RAW 2Joo-3 Jo1-3 Jo2-3 Jo3-3 |o4-3 Jos-3
98.82 GB [48.58 GB 3lo0-4 |o1-4 Jo2-4 Jo3-4 |o4-4 |os-4
W: E: R: 4Joo-5 o1-5 Jo2-5 Jos-5 Joa-5 |os-5
Cs2 MS2 Backupl 5l00-6 |01-6 |o2-6 Jo3-6 [o4-6 |os-6
RAW RAW NTFS 8Jo0-7 Jo1-7 Jo2-7 Jo3-7 |o4-7 Jos-7
119.99 GB|[58.98 GB [822.27 GB 9|00—8 01-8 [02-8 |03-8 |04—8 05-8
\% L: T 1o|oo-9 01-9 [02-9 |03-9 |o4-9 05-9
Backup?2
CS3 MS3 NTFS 11J00-10 J01-10 J02-10 J03-10 J04-10 J05-10
RAW RAW 853.84 GB| 12Jo0-11 Jo1-11 J02-11 Jo3-11 Jo4-11 Jo5-11
98.82 GB |48.58 GB 13J00-12 J01-12 J02-12 J03-12 J04-12 J05-12
14J00-13 J01-13 J02-13 J03-13 J04-13 J05-13
15J00-14 J01-14 J02-14 J03-14 J04-14 J05-14
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Comment: Detailed diagrams for layout of database files on disks can widely vary, and it is
difficult to provide exact guideline suitable for all implementations. The intent is to provide
sufficient detail to allow independent reconstruction of the test database. The two figures below
are examples of database layout descriptions and are not intended to depict or imply any optimal
layout for the TPC-C database.

8.1.5.3 A statement must be provided that describes:

1. The data model implemented by the DBMS used (e.g., relational, network, hierarchical)

2. The database interface (e.g., embedded, call level) and access language (e.g., SQL, DL/1,
COBOL read/write) used to implement the TPC-C transactions. If more than one
interface/access language is used to implement TPC-C, each interface/access language
must be described and a list of which interface/access language is used with which
transaction type must be disclosed.

Microsoft SQL Server Enterprise Edition is a relational DBMS.

The interface used was Microsoft SQL Server stored procedures accessed with Remote
Procedure Calls embedded in C code using the Microsoft DBLIB interface.

Partition Mapping

The mapping of database patrtitions/replications must be explicitly described.

Comment: The intent is to provide sufficient detail about partitioning and replication to allow
independent reconstruction of the test database. (8.1.5.3)

An description of a database partitioning scheme is presented below as an example. The
nomenclature of this example was outlined using the CUSTOMER table (in Clause 8.1.2.1), and
has been extended to use the ORDER and ORDER_LINE tables as well.

The database was not replicated.

60 day Space Calculation

Details of the 60 day space computations along with proof that the database is configured to
sustain 8 hours of growth for the dynamic tables (Order, Order-Line, and History) must be
disclosed (see Clause 4.2.3). (8.1.5.5)

To calculate the space required to sustain the database log for 8 hours of growth at steady state,
the following steps were followed:

The current log space usage was determined by running dbcc sqlperf(logspace)
Transactions were run against the database with a full load of users.

The final log space usage was determined by running dbcc sqlperf(logspace)

The space used was calculated as the difference between the first and second query.
The number of NEW-ORDERS was verified from an RTE report covering the entire
run.

The space used was divided by the number of NEW-ORDERS giving a spaceused
per NEW-ORDER transaction.

7. The space used per transaction was multiplied by the measured tpmC rate times 480
minutes.

agrLONE

o

The results of the above steps yielded a requirement 344 GB (including mirror) to sustain the log
for 8 hours. Space available on the transaction log volume was 534 GB (including mirror),
indicating that enough storage was configured to sustain 8 hours of growth.
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The same methodology was used to compute growth requirements for dynamic tables Order,
Order-Line and History.

The details of the 60-day space requirement is shown in Appendix D.

Clause 5 -- Performance Metrics and Response Time Related Items

Measured TpmC
Measured tpmC must be reported. (8.1.6.1)

Measured TpmC
Price per TpmC

69,564
$.91

Response Times

Ninetieth percentile, maximum and average response times must be reported for all transaction
types as well as for the Menu response time. (8.1.6.2)

Table 6: Transaction Response Times

Transaction Average 90% Maximum
New Order 0.19 0.26 5.00
Payment 0.13 0.15 1.66
Interactive Delivery 0.10 0.11 1.26
Stock Level 0.22 0.30 1.58
Order Status 0.18 0.24 4.68
Deferred Delivery 0.17 0.25 5.03
Menu 0.11 0.11 1.75

Think Times & Key Times

The minimum, the average, and the maximum keying and think times must be reported for each
transaction type. (8.1.6.3)

Table 7: Transaction Key Times

TPC-C Full Disclosure Report
©Copyright 2007 Dell Inc.

Transaction Minimum Average | Maximum
New Order 18.02 18.03 19.17
Payment 3.02 3.03 4.18
Delivery 2.02 2.03 3.17
Stock Level 2.02 2.03 3.18
Order Status 2.02 2.03 3.16

Table 8: Transaction Think Times

Transaction Minimum Average | Maximum
New Order 0.00 12.05 120.44
Payment 0.00 12.05 120.43
Delivery 0.00 5.08 50.42
Stock Level 0.00 5.06 50.43
Order Status 0.00 10.05 100.43
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Response Time Distribution Curves

Response Time frequency distribution curves (see Clause 5.6.1) must be reported for each
transaction type. (8.1.6.4)

Figure 3: New Order Response Time Distribution
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Figure 4: Payment Response Time Distribution
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Figure 5: Order Status Response Time Distribution
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Figure 6: Delivery Response Time Distribution
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Figure 7: Stock Level Response Time Distribution
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New-Order Response Time vs. Throughput Graph
The performance curve for response times versus throughput (see Clause 5.6.2) must be
reported for the New-Order transaction. (8.1.6.5)

Figure 8: New Order Response Time vs. Throughput
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New-Order Think Time Distribution Graph

Think Time frequency distribution curves (see Clause 5.6.3) must be reported for the New-Order
{FReacHaR-(E8l 550
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Figure 9: New Order Think Time Distribution
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Steady-State Graph
A graph of throughput versus elapsed time (see Clause 5.6.5) must be reported for the New-
Order transaction. (8.1.6.8)

Figure 10: New Order Throughput vs.
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Steady-State Methodology
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The method used to determine that the SUT had reached a steady state prior to commencing the
measurement interval (see Clause 5.5) must be described. (8.1.6.9)

Steady state was determined using real time monitor utilities from both the operating system and
the RTE. Steady state was further confirmed by the throughput data collected during the run and
graphed in Figure 10.

Work Performed During Steady State

A description of how the work normally performed during a sustained test (for example
checkpointing, writing redo/undo log records, etc.), actually occurred during the measurement
interval must be reported. (8.1.6.10)

The RTE generated the required input data to choose a transaction from the menu. This data was
timestamped. The menu response for the requested transaction was verified and timestamped in
the RTE log files.

The RTE generated the required input data for the chosen transaction. It waited to complete the
minimum required key time before transmitting the HTTP request to the client. The transmission
was timestamped. The return of the screen with the required response data was timestamped.
The difference between these two timestamps was the response time for that transaction and
was logged in the RTE log.

The RTE then waited the required think time interval before repeating the process starting at
selecting another transaction from the menu.

The RTE transmissions were sent to the web-based application program running on the client
machines through Ethernet LANs. These web clients managed the emulated web browser
interface as well as all requests to the database on the server. The applications communicated
with the database server over another Ethernet LAN using the COM+ transaction monitor and
Microsoft SQL Server DBLIB library and RPC calls.

To perform checkpoints at specific intervals, we set SQL Server recovery interval to the maximum
allowable value and wrote a script to schedule multiple checkpoints at specific intervals. By
setting the TRACE FLAG #3502, SQL Server logged the checkpoint beginning and ending time in
the ERRORLOG file. The script included a wait time between each checkpoint equal to the
measurement interval, which was 30 minutes. The checkpoint script was started manually after
the RTE had all users logged in and sending transactions.

At each checkpoint, Microsoft SQL Server wrote to disk all memory pages that had been updated
but not yet physically written to disk. Upon completion of the checkpoint, Microsoft SQL Server
wrote a special record to the recovery log to indicate that all disk operations had been satisfied to
this point.

Measurement Interval

A statement of the duration of the measurement interval for the reported Maximum Qualified
Throughput (tpmC) must be included. (8.1.6.12)

The measurement interval was 7200 seconds.

Measurement Period Duration and Checkpoint Duration

The start time and duration in seconds of at least the four (4) longest checkpoints during the
measurement interval must be disclosed (see clause 5.5.2.2(2) ) (8.1.6.11)

A statement of the duration of the measurement interval for the reported Maximum Qualified
Throughput (tpmC) must be included. (8.1.6.12)
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Start End Duration
Measurement Interval | 10:36:06 12:36:06 7,200
| 15 Checkpoint 10:47:32 11:05:26 1798
2" Checkpoint 11:17:29 11:34:46 1798
3" Checkpoint 11:47:27 12:04:55 1798
4™ Checkpoint 12:17:25 12:35:00 1798

Transaction Mix

8.1.6.13 The method of regulation of the transaction mix (e.g., card decks or weighted
random distribution) must be described. If weighted distribution is used and the RTE adjusts the
weights associated with each transaction type, the maximum adjustments to the weight from the
initial value must be disclosed. (8.1.6.13)

The RTE was given a weighted random distribution that was not adjusted during the run.

The percentage of the total mix for each transaction type must be disclosed. (8.1.6.14)

Table 9: Transaction Mix

Transaction Percentage
New Order 44.82%
Payment 43.04%
Delivery 4.05%
Stock Level 4.05%
Order Status 4.04%

Other Metrics

The percentage of New-Order transactions rolled back as a result of invalid item number must be
disclosed. (8.1.6.15)

The average number of order-lines entered per New-Order transaction must be disclosed.
(8.1.6.16)

The percentage of remote order-lines entered per New-Order transaction must be disclosed.
(8.1.6.17)

The percentage of remote Payment transactions must be disclosed. (8.1.6.18)

The percentage of customer selections by customer last name in the Payment and Order-Status
transactions must be disclosed. (8.1.6.19)

The percentage of Delivery transactions skipped due to there being fewer than necessary orders
in the New-Order table must be disclosed. (8.1.6.20)

Table 10: Transaction Statistics

Transaction Function Value
New Order Home Warehouse Items 99.85%
Remote Warehouse Items 0.15%
Rolled Back Transactions 1.00%
Average Lines Per Order 10.00
Payment Home Warehouse 85.00%
Remote Warehouse 15.00%
Non-Primary Key Access 60.00%
Order Status Non-Primary Key Access 60.14%
Delivery Skipped Transactions 0
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Clause 6 -- SUT, Driver, and Communication Definition Related Items

RTE Parameters

The RTE input parameters, code fragments, functions, etc. used to generate each transaction
input field must be disclosed. (8.1.7.1)

Comment: The intent is to demonstrate the RTE was configured to generate transaction input
data as specified in Clause 2.

The RTE input parameters are listed in Appendix C - Tunable Parameters.

Emulated Components

It must be demonstrated that the functionality and performance of the components being
emulated in the Driver System are equivalent to that of the priced system. The results of the test
described in Clause 6.6.3.4 must be disclosed. (8.1.7.2)

No components were emulated.

Benchmarked and Targeted System Configuration Diagrams

A complete functional diagram of both the benchmark configuration and the configuration of the
proposed (target) system must be disclosed. A detailed list of all software and hardware
functionality being performed on the Driver System, and its interface to the SUT must be
disclosed (see Clause 6.6.3.6). (8.1.7.3)

The driver system performed transaction data generation and communication to the client through
the standard web browser (HTTP) protocol. It also captured and timestamped the SUT output
data for post-processing of the reported metrics. No other functionality was included on the driver
system.

Figures 1 & 2 of this report contain detailed diagrams of both the benchmark configuration and
the priced configuration.

Network Configuration

The network configurations of both the tested services and the proposed (target) services which
are being represented and a thorough explanation of exactly which parts of the proposed
configuration are being replaced with the Driver System must be disclosed (see Clause 6.6.4).
(8.1.7.4)

The network configurations of the benchmarked and priced configurations were identical.

Network Bandwidth

The bandwidth of the network(s) used in the tested/priced configuration must be disclosed.
(8.1.7.5)

The bandwidth of the tested and priced networks were as follows:

e 1000 BaseT (1000 Mbit/sec) network segments between the RTE/Emulated Users and the
Client.

e 1000 BaseT (1000 Mbit/sec) between the Client and Server.

Operator Intervention

If the configuration requires operator intervention (see Clause 6.6.6), the mechanism and the
frequency of this intervention must be disclosed. (8.1.7.6)
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This configuration does not require any operator intervention to sustain eight hours of the
reported throughput.

Clause 7 -- Pricing Related Items

Hardware and Software List

A detailed list of hardware and software used in the priced system must be reported. Each
separately orderable item must have vendor part number, description, and release/revision level,
and either general availability status or committed delivery date. If package-pricing is used,
vendor part number of the package and a description uniquely identifying each of the components
of the package must be disclosed.

Pricing source(s) and effective date(s) of price(s) must also be reported. (8.1.8.1)

The total 5-year price of the entire configuration must be reported, including: hardware, software,
and maintenance charges. Separate component pricing is recommended. The basis of all
discounts used must be disclosed. (8.1.8.2)

The details of the hardware and software are reported in the front of this report as part of the
executive summary. All third party quotations are included at the end of this report as Appendix E.

Availability Date

The committed delivery date for general availability (availability date) of products used in the price
calculations must be reported. When the priced system includes products with different
availability dates, the reported availability date for the priced system must be the date at which all
components are committed to be available. (8.1.8.3)

Hardware Availability Date: March 9, 2007
Software Availability Date: March 9, 2007

Measured TpmC

A statement of the measured tpmC, as well as the respective calculations for 5-year pricing,
price/performance (price/tpmC), and the availability date must be included. (8.1.8.4)

Maximum Qualified Throughput: 69,564 tpmC

Price Performance Metric: $.91

Country Specific Pricing

Additional Clause 7 related items may be included in the Full Disclosure Report for each country
specific priced configuration. Country specific pricing is subject to Clause 7.1.7. (8.1.8.5)

This system is being priced for the United States of America.

Usage Pricing
For any usage pricing, the sponsor must disclose (8.1.8.6):

* Usage level at which the component was priced.

» A statement of the company policy allowing such pricing.
Comment: Usage pricing may include, but is not limited to, the operating system and database
management software.
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The component pricing based on usage is shown below:
e 1 Microsoft Windows Server 2003, Standard x64 Edition License.
e 1 Microsoft Windows Server 2003, Standard Edition License.
e 1 Microsoft SQL Server 2005 Standard x64 Edition License (1 processor).
e 1 Microsoft Visual C++ Standard Edition.
e 3 Year Support for Hardware Components.

System Pricing

System pricing should include subtotals for the following components: Server Hardware, Server
Software, Client Hardware, Client Software, and Network Components used for terminal
connection (see Clause 7.2.2.3). Clause 6.1 describes the Server and Client components. An
example of the standard pricing sheet is shown in Appendix B. (8.1.8.7)

System pricing must include line item indication where non-sponsoring companies' brands are
used. System pricing must also include line item indication of third party pricing. See example in
Appendix B. (8.1.8.8)

The details of the hardware and software are reported in the front of this report as part of the
executive summary. All third party quotations are included at the end of this report as Appendix E.

Clause 9 -- Audit Related Items

Auditor

The auditor's name, address, phone number, and a copy of the auditor's attestation letter
indicating compliance must be included in the Full Disclosure Report. (8.1.9.1)

A review of the pricing model is required to ensure that all components required are priced (see
Clause 9.2.8). The auditor is not required to review the final Full Disclosure Report or the final
pricing prior to issuing the attestations letter. (8.1.9.2)

This TPC-C benchmark has been audited by Lorna Livingtree of Performance Metrics.

Availability of the Full Disclosure Report

The Full Disclosure Report must be readily available to the public at a reasonable charge, similar
to the charges for similar documents by the test sponsor. The report must be made available
when results are made public. In order to use the phrase “TPC Benchmark™ C”, the Full
Disclosure Report must have been submitted to the TPC Administrator as well as written
permission obtained to distribute same.

Requests for this TPC Benchmark C Full Disclosure Report should be sent to:

Transaction Processing Performance Council
c/o Adminstrator, TPC

Presidio of San Francisco

Bldg 572B Ruger St.

San Francisco, CA 94129-0920

Phone: (415) 561-6272, Fax (415)561-6120
www.tpc.org

or:

Dell Inc.

One Dell Way

Round Rock, TX 78682
Attention: Mike Molloy, Ph.D.
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March 9, 2007

Mr. Dan Hambrick

Dell Computer Corporation
One Dell Way

Round Rock, TX 78682

I have verified by remote the TPC Benchmark™ C for the following configuration:

Platform: Dell PowerEdge 2900
Database Manager: Microsoft SQL Server 2005 x64 Standard Edition
Operating System: Microsoft Windows Server 2003 Standard x64 Edition

Transaction Monitor: COM+

System Under Test: Dell PowerEdge 2900 with:

CPU’s Memory Disks (total) 90% Response TpmC
1 quad core Intel Main: 24 GB 90 @36GB 0.26 69,564
@ 2.3 Ghz 8 @ 73GB

In my opinion, these performance results were produced in compliance with the TPC
requirements for the benchmark. The following attributes of the benchmark were given
special attention:

The transactions were correctly implemented.
The database files were properly sized.
The database was properly scaled with 5,512 warehouses, all of which were active
during the measured interval.
*  The ACID properties were successfully demonstrated.
Data loss durability was demonstrated on a subset of the SUT configured with a
database properly populated for 552 warehouses.
Input data was generated according to the specified percentages.
Eight hours of mirrored log space was present on the tested system.
The data for the 60 days space calculation was verified.
The steady state portion of the test was 120 minutes.
One checkpoint was taken in steady state before the measured interval opened.
Four checkpoints were completed inside the measured interval.
The system pricing was checked for major components and maintenance.
Third party quotes were verified for compliance.

*

E I I

Auditor Notes:
None
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Sincerely,

Lorna Livingtree
Auditor
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Appendix B — Database Design

Appendix A - Application Source Code

tpcc.dll ISAPI DLL Source Code

isapi_dll/src/tpcc.def

LIBRARY TPCC.DLL
EXPORTS
GetExtensionVersion @1

HttpExtensionProc @2
TerminateExtension @3

Isapi_dll/src/tpcc.h

/* FILE: TPCC.H
* Microsoft TPC-C Kit Ver. 4.20.000
* Copyright Microsoft, 1999
* All Rights Reserved
* Version 4.10.000 audited by Richard Gimarc, Performance Metrics, 3/17/99
*
* PURPOSE: Header file for I1SAPI TPCC.DLL, defines structures and functions used in the isapi tpcc.dll.
*
*/
//VERSION RESOURCE DEFINES
#define _APS_NEXT_RESOURCE_VALUE 101
#define _APS_NEXT_COMMAND_VALUE 40001
#define _APS_NEXT_CONTROL_VALUE 1000
#define _APS_NEXT_SYMED_VALUE 101
#define TP_MAX_RETRIES 50

//note that the welcome form must be processed first as terminal ids assigned here, once the
//terminal id is assigned then the forms can be processed in any order.

#define WELCOME_FORM 1 //beginning form no
term id assigned, form id
#define MAIN_MENU_FORM 2 //term id assigned

main menu form id

#define NEW_ORDER_FORM
#define PAYMENT_FORM
#define DELIVERY_FORM
#define ORDER_STATUS_FORM
#define STOCK_LEVEL_FORM

//new order form id
//payment form id
//delivery form id
//order status id
//stock level form id

b w

6
7

//This macro is used to prevent the compiler error unused formal parameter
#define UNUSEDPARAM(X) (X = Xx)

//This structure defines the data necessary to keep distinct for each terminal or client connection.
typedef struct _CLIENTDATA
{

int iNextFree; //index of next free element
or -1 if this entry in use.

int w_id; //warehouse id assigned at
welcome form

int d_id; //district id assigned at
welcome form

int iSyncld; //syncronization id

int iTickCount; //time of last access;

CTPCC_BASE *pTxn;

} CLIENTDATA, *PCLIENTDATA;

//This structure is used to define the operational interface for terminal id support
typedef struct _TERM

int iNumEntries; //total allocated
terminal array entries

int iFreeList; //next
ayailable terminal array element or —1_if none
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Appendix B — Database Design

int iMasterSyncld;
CLIENTDATA *pClientData;

data

} TERM;

typedef TERM *PTERM;
structure type

enum WEBERROR
{

NO_ERR,
ERR_COMMAND_UNDEF INED,
ERR_D_ID_INVALID,

ERR_DEL IVERY_CARRIER_ID_RANGE,
ERR_DEL IVERY_CARRIER_INVALID,
ERR_DEL IVERY_MISSING_OCD_KEY,
ERR_DEL IVERY_THREAD_FAILED,
ERR_GETPROCADDR_FAILED,
ERR_HTML_ILL_FORMED,
ERR_INVALID_SYNC_CONNECTION,
ERR_INVALID_TERMID,
ERR_LOADDLL_FAILED,
ERR_MAX_CONNECT I0NS_EXCEEDED,
ERR_MEM_ALLOC_FAILED,
ERR_MISSING_REGISTRY_ENTRIES,
ERR_NEWORDER_CUSTOMER_INVALID,
ERR_NEWORDER_CUSTOMER_KEY ,
ERR_NEWORDER_DISTRICT_INVALID,
ERR_NEWORDER_FORM_MISSING_DID,
ERR_NEWORDER_ITEMID_INVALID,
ERR_NEWORDER_ I TEMID_RANGE,
ERR_NEWORDER_ITEMID_WITHOUT_SUPPW,
ERR_NEWORDER_MISSING_IID_KEY,
ERR_NEWORDER_MISSING_QTY_KEY,
ERR_NEWORDER_MISSING_SUPPW_KEY,
ERR_NEWORDER_NOITEMS_ENTERED,
ERR_NEWORDER_QTY_INVALID,
ERR_NEWORDER_QTY_RANGE,
ERR_NEWORDER_QTY_WITHOUT_SUPPW,
ERR_NEWORDER_SUPPW_INVALID,
ERR_NO_SERVER_SPECIFIED,
ERR_ORDERSTATUS_CID_AND_CLT,
ERR_ORDERSTATUS_CID_INVALID,
ERR_ORDERSTATUS_CLT_RANGE,
ERR_ORDERSTATUS_DID_INVALID,
ERR_ORDERSTATUS_MISSING_CID_CLT,
ERR_ORDERSTATUS_MISSING_CID_KEY,
ERR_ORDERSTATUS_MISSING_CLT_KEY,
ERR_ORDERSTATUS_MISSING_DID_KEY,
ERR_PAYMENT_CDI_INVALID,
ERR_PAYMENT_CID_AND_CLT,
ERR_PAYMENT_CUSTOMER_INVALID,
ERR_PAYMENT_CWI_INVALID,
ERR_PAYMENT_DISTRICT_INVALID,
ERR_PAYMENT_HAM_INVALID,
ERR_PAYMENT_HAM_RANGE,
ERR_PAYMENT_LAST_NAME_TO_LONG,
ERR_PAYMENT_MISSING_CDI_KEY,
ERR_PAYMENT_MISSING_CID_CLT,
ERR_PAYMENT_MISSING_CID_KEY,
ERR_PAYMENT_MISSING_CLT,
ERR_PAYMENT_MISSING_CLT_KEY,
ERR_PAYMENT_MISSING_CWI_KEY,
ERR_PAYMENT_MISSING_DID_KEY,
ERR_PAYMENT_MISSING_HAM_KEY,
ERR_STOCKLEVEL_MISSING_THRESHOLD_KEY,
ERR_STOCKLEVEL_THRESHOLD_INVALID,
ERR_STOCKLEVEL_THRESHOLD_RANGE,
ERR_VERSION_MISMATCH,
ERR_W_ID_INVALID

//syncronization id
//pointer to allocated client

//pointer to terminal

3
class CWEBCLNT_ERR : public CBaseErr
public:
CWEBCLNT_ERR(WEBERROR Err)
{
m_Error = Err;
m_szTextDetail = NULL;
m_SystemErr = 0;
m_szErrorText = NULL;
s
CWEBCLNT_ERR(WEBERROR Err, char *szTextDetail, DWORD dwSystemErr)
{
m_Error = Err;
m_szTextDetail = new char[strlen(szTextDetail)+1];
strcpy( m_szTextDetail, szTextDetail );
m_SystemErr = dwSystemErr;
m_szErrorText = NULL;
1
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~CWEBCLNT_ERR()

{
if (n_szTextDetail != NULL)
delete [] m_szTextDetail;
if (m_szErrorText != NULL)
delete [] m_szErrorText;
3
WEBERROR m_Error;
char *m_szTextDetail; //
char *m_szErrorText;
DWORD m_SystemErr;

int ErrorType() {return ERR_TYPE_WEBDLL;};
int ErrorNum() {return m_Error;};
char *ErrorText();

3

//These constants have already been defined in engstut.h, but since we do
//not want to include it in the delisrv executable

#define  TXN_EVENT_START 2
#define TXN_EVENT_STOP 4
#define TXN_EVENT_WARNING 6 //used to record a warning into the log

//function prototypes

BOOL APIENTRY DIIMain(HANDLE hModule, DWORD ul_reason_for_call, LPVOID IpReserved);

void WriteMessageToEventLog(LPTSTR IpszMsg);

void ProcessQueryString(EXTENSION_CONTROL_BLOCK *pECB, int *pCmd, int *pFormld, int *pTermld, int *pSyncld);
void WelcomeForm(EXTENSION_CONTROL_BLOCK *pECB, char *szBuffer);

void SubmitCmd(EXTENSION_CONTROL_BLOCK *pECB, char *szBuffer);

void BeginCmd(EXTENSION_CONTROL_BLOCK *pECB, int iFormld, int iTermld);

void ProcessCmd(EXTENSION_CONTROL_BLOCK *pECB, int iFormld, int iTermid);

void StatsCmd(EXTENSION_CONTROL_BLOCK *pECB, char *szBuffer);

void ErrorMessage(EXTENSION_CONTROL_BLOCK *pECB, int iError, int iErrorType, char *szMsg, int iTermld);
void GetKeyValue(char **pQueryString, char *pKey, char *pValue, int iMax, WEBERROR err);

int GetlIntKeyValue(char **pQueryString, char *pKey, WEBERROR NoKeyErr, WEBERROR NotIntErr);

void Termlnit(void);

void TermDeleteAll(void);

int TermAdd(void);

void TermDelete(int id);

void ErrorForm(EXTENSION_CONTROL_BLOCK *pECB, int iType, int iErrorNum, int iTermld, int iSyncld, char *szErrorText,
char *szBuffer );

void MakeMainMenuForm(int iTermld, int iSyncld, char *szForm);

void MakeStockLevelForm(int iTermld, STOCK_LEVEL_DATA *pStockLevelData, BOOL blnput, char *szForm);
void MakeNewOrderForm(int iTermld, NEW_ORDER_DATA *pNewOrderData, BOOL blnput, char *szForm);

void MakePaymentForm(int iTermld, PAYMENT_DATA *pPaymentData, BOOL blnput, char *szForm);

void MakeOrderStatusForm(int iTermld, ORDER_STATUS_DATA *pOrderStatusData, BOOL blnput, char *szForm);
void MakeDeliveryForm(int iTermld, DELIVERY_DATA *pDeliveryData, BOOL blnput, char *szForm);

void ProcessNewOrderForm(EXTENSION_CONTROL_BLOCK *pECB, int iTermld, char *szBuffer);

void ProcessPaymentForm(EXTENSION_CONTROL_BLOCK *pECB, int iTermld, char *szBuffer);

void ProcessOrderStatusForm(EXTENSION_CONTROL_BLOCK *pECB, int iTermld, char *szBuffer);

void ProcessDeliveryForm(EXTENSION_CONTROL_BLOCK *pECB, int iTermld, char *szBuffer);

void ProcessStockLevel Form(EXTENSION_CONTROL_BLOCK *pECB, int iTermld, char *szBuffer);

void GetNewOrderData(LPSTR IpszQueryString, NEW_ORDER_DATA *pNewOrderData);

void GetPaymentData(LPSTR IpszQueryString, PAYMENT_DATA *pPaymentData);

void GetOrderStatusData(LPSTR IpszQueryString, ORDER_STATUS_DATA *pOrderStatusData);

BOOL PostDeliverylnfo(long w_id, short o_carrier_id);

BOOL IsNumeric(char *ptr);

BOOL IsDecimal(char *ptr);

void DeliveryWorkerThread(void *ptr);

isapi_dll/src/tpcc.rc

//Microsoft Developer Studio generated resource script.
#include "‘resource.h"

#define APSTUDIO_READONLY_SYMBOLS
LI1171177777777777777777777777777777777777777777/777777/77/77//77/777/7/77//77/77
//

// Generated from the TEXTINCLUDE 2 resource.

//

#include "afxres.h"

LI11777777777777777777777777777777777777777777777777777/777/7/777/7/7/7/7/77777
#undef APSTUDIO_READONLY_SYMBOLS

LI11717777777777177777777777777777777777777/7/7/7/7777/7/7/7/7//7/7/7/7/7//7/7/
// English (U.S.) resources

#if 1defined(AFX_RESOURCE_DLL) || defined(AFX_TARG_ENU)
#ifdef _WIN32

LANGUAGE LANG_ENGLISH, SUBLANG_ENGLISH_US

#pragma code_page(1252)

#endif //_WIN32
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#ifndef _MAC
LI117777777777777777777777777777777777/777777777/777/7//7777/7//777/7/77//77//777/7
//

// Version

/7

VS_VERSION_INFO VERSIONINFO
FILEVERSION 0,4,0,0
PRODUCTVERSION 0,4,0,0
FILEFLAGSMASK Ox3fL

#ifdef _DEBUG
FILEFLAGS Ox1L

#else
FILEFLAGS OxOL

#endif
FILEOS 0x40004L
FILETYPE Ox2L
FILESUBTYPE OxOL

BEGIN
BLOCK "'StringFilelnfo"
BEGIN
BLOCK *'040904b0"
BEGIN
VALUE '"‘Comments', "TPC-C HTML DLL Server (DBLIB)\0"
VALUE "‘CompanyName', "Microsoft\0"
VALUE "FileDescription™, "TPC-C HTML DLL Server (DBLIB)\0"
VALUE "FileVersion™, "0, 4, 0, O\O"
VALUE "InternalName", "tpcc\0"
VALUE "LegalCopyright", "Copyright © 1997\0"
VALUE "OriginalFilename', "tpcc.dllI\0"
VALUE "ProductName", "Microsoft tpcc\0"
VALUE "ProductVersion™, "0, 4, 0, O\0"
END
END
BLOCK *VarFilelnfo"
BEGIN
VALUE "Translation", 0x409, 1200
END
END

#endif // '_NAC

#ifdef APSTUDIO_INVOKED
LI11717777777777777777777777777777777777777777777/77777777/777/77/77/7/7/7/7/7777

//
// TEXTINCLUDE
1/

1 TEXTINCLUDE DISCARDABLE
BEGIN

"resource.h\0"
END

2 TEXTINCLUDE DISCARDABLE

BEGIN
“#include
o

afxres.h"™"\r\n
END

3 TEXTINCLUDE DISCARDABLE
BEGIN

“\r\n*

"o
END

#endif // APSTUDIO_INVOKED

LI1111717777777777777777777777777777777777777777777/777/77/777//77/77/7/7//77/7/7
//

// Dialog

//

IDD_DIALOG1 DIALOG DISCARDABLE 0, 0, 186, 95

STYLE DS_MODALFRAME | WS_POPUP | WS_CAPTION | WS_SYSMENU
CAPTION "Dialog"

FONT 8, "MS Sans Serif"

BEGIN
DEFPUSHBUTTON ""OK", 1DOK,129,7,50,14
PUSHBUTTON “"Cancel", IDCANCEL ,129,24,50,14
END

LI117177777777777777777777777777777777777777777777777777/7/7777777/7/7/7/77777
1/

// DESIGNINFO

#ifdef APSTUDIO_INVOKED
GUIDELINES DESIGNINFO DISCARDABLE
BEGIN
1DD DIALOG1, DIALOG
— —
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BEGIN
LEFTMARGIN, 7
RIGHTMARGIN, 179
TOPMARGIN, 7
BOTTOMMARGIN, 88
END
END
#endif // APSTUDIO_INVOKED

#endif // English (U.S.) resources
LI1111777777777777777777777777777777777777777777777/777//77/777/77/77/7/77//777/7/7

#ifndef APSTUDIO_INVOKED
LI1171177777777777777777777777777777777777777777777777//77/77//77/77/777//77/77
//

// Generated from the TEXTINCLUDE 3 resource.

//

LI177177777777777777777777777777777777777777777777777/7/77777/77/7/77/7/7//777/77
#endif // not APSTUDIO_INVOKED

isapi_dll/src/tpcc.cpp

/* FILE: TPCC.C
* Microsoft TPC-C Kit Ver. 4.20.000
* Copyright Microsoft, 1999
* All Rights Reserved
* Version 4.10.000 audited by Richard Gimarc, Performance Metrics, 3/17/99
*
* PURPOSE: Main module for TPCC.DLL which is an ISAPI service dll.
* Contact: Charles Levine (clevine@microsoft.com)
*
* Change history:
* 4.20.000 - reworked error handling; added options for COM and Encina txn monitors
*/

#include <windows.h>
#include <process.h>
#include <tchar.h>
#include <stdio.h>
#include <stdarg.h>
#include <malloc.h>
#include <stdlib_h>
#include <string.h>
#include <time.h>
#include <sys\timeb.h>
#include <io.h>
#include <assert.h>

#include <sqltypes.h>

#ifdef ICECAP
#include <icapexp.h>

#endif

#include . .\..\common\src\trans.h" //tpckit transaction header contains definations of structures
specific to TPC-C

#include **.._\..\common\src\error._h"

#include ™. .\..\common\src\txn_base.h"

#include . .\..\common\src\ReadRegistry.h"

#include "..\..\common\txnlog\include\rtetime._h"

#include . .\..\common\txnlog\include\spinlock.h"

#include ".._\..\common\txnlog\include\txnlog.h"

// Database layer includes

#include . _\..\db_dblib_dll\src\tpcc_dblib.h" // DBLIB implementation of TPC-C txns

#include "..\..\db_odbc_dII\src\tpcc_odbc.h" // ODBC implementation of TPC-C txns

// Txn monitor layer includes

#include *.._\..\tm_com_dII\src\tpcc_com.h" // COM Services implementation on TPC-C txns
#include . .\_.\tm_tuxedo_dllI\src\tpcc_tux.h" // interface to Tuxedo libraries

#include . ._\..\tm_encina_dll\src\tpcc_enc.h" // interface to Encina libraries

#include "httpext.h" //1SAPI DLL information header

#include "tpcc.h" //this dlls specific structure, value e.t. header.
#define  LEN_ERR_STRING 256

// defines for Make<Txn>Form calls to distinguish input and output flavors
#define  OUTPUT_FORM
#define INPUT_FORM 1
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char

//Terminal
TERM

szMyComputerName [MAX_COMPUTERNAME_LENGTH+1] ;

client id structure

Term = { 0, 0, O, NULL };

// The WEBCLIENT_VERSION string specifies the version level of this web client interface.
// The RTE must be synchronized with the interface level on login, otherwise the login

/7 will fail. This is a sanity check to catch problems resulting from mismatched versions
// of the RTE and web client.

#define WEBCLIENT_VERSION 410"

static CRITICAL_SECTION TermCriticalSection;
static HINSTANCE hLiblnstanceTm = NULL;
static HINSTANCE hLiblnstanceDb = NULL;

TYPE_CTPCC_DBLIB  *pCTPCC_DBLIB_new;
TYPE_CTPCC_ODBC *pCTPCC_ODBC_new;
TYPE_CTPCC_TUXEDO  *pCTPCC_TUXEDO_new;
TYPE_CTPCC_ENCINA  *pCTPCC_ENCINA_new;
TYPE_CTPCC_ENCINA  *pCTPCC_ENCINA_post_init;
TYPE_CTPCC_COM *pCTPCC_COM_new;

// For deferred Delivery txns:

CTxnLog *txnDelilog = NULL; //used to log delivery
transaction information

HANDLE hWorkerSemaphore = INVALID_HANDLE_VALUE;

HANDLE hDoneEvent = INVALID_HANDLE_VALUE;
HANDLE *pDeliHandles = NULL;

// configuration settings from registry

TPCCREGISTRYDATA Reg;

DWORD dwNumDeliveryThreads = 4;

CRITICAL_SECTION DelBuffCriticalSection; //critical section for delivery transactions
cache

DELIVERY_TRANSACTION *pDelBuff = NULL;

DWORD dwDelBuffSize = 100; // size of circular
buffer for delivery txns

DWORD dwDelBuffFreeCount; // number of
buffers free

DWORD dwDelBuffBusylndex = 0; // index position of entry
waiting to be delivered

DWORD dwDelBuffFreelndex = 0; // index position of unused
entry

#include . .\..\common\src\ReadRegistry.cpp"

/* FUNCTION: DIIMain

*

* PURPOSE: This function is the entry point for the DLL. This implementation is based on the

* fact that DLL_PROCESS_ATTACH is only called from the inet service once.

*

* ARGUMENTS: HANDLE hModule module handle

* DWORD ul_reason_for_call reason for call

* LPVOID IpReserved reserved for future use

*

* RETURNS: BOOL FALSE errors occured in initialization

* TRUE DLL successfully

initialized
*/
BOOL APIENTRY DIIMain(HANDLE hModule, DWORD ul_reason_for_call, LPVOID IpReserved)
{
DWORD i;
char szEvent[LEN_ERR_STRING] = "\0";
char szLogFile[128];
char szDlIName[128];

// debugging. ...
// DebugBreak();

try
switch( ul_reason_for_call )
case DLL_PROCESS_ATTACH:
{ DWORD dwSize = MAX_COMPUTERNAME_LENGTH+1;
GetComputerName (szMyComputerName, &dwSize);

szMyComputerName[dwSize] = O;
¥

DisableThreadLibraryCalls((HMODULE)hModule);
InitializeCriticalSection(&TermCriticalSection);

if ( ReadTPCCRegistrySettings( &Reg ) )
throw new CWEBCLNT_ERR( ERR_MISSING_REGISTRY_ENTRIES );
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dwDelBuffSize = min( Reg.dwMaxPendingDeliveries, 10000 ); // min with 10000 as
a sanity constraint

dwNumDeliveryThreads = min( Reg.dwNumberOfDeliveryThreads, 100 ); // min with
100 as a sanity constraint

Termlnit(Q);

// load DLL for txn monitor
if (Reg.eTxnMon == TUXEDO)
{

strcpy( szDIIName, Reg.szPath );
strcat( szDIIName, "tpcc_tuxedo.dll');
hLiblnstanceTm = LoadLibrary( szDIlIName );
if (hLibInstanceTm == NULL)
throw new CWEBCLNT_ERR( ERR_LOADDLL_FAILED, szDIIName,
GetLastError() );

// get function pointer to wrapper for class constructor
pCTPCC_TUXEDO_new = (TYPE_CTPCC_TUXEDO*)
GetProcAddress(hLiblInstanceTm,"CTPCC_TUXEDO_new');
if (pCTPCC_TUXEDO_new == NULL)
throw new CWEBCLNT_ERR( ERR_GETPROCADDR_FAILED, szDIIName,
GetLastError() );

}
else if (Reg.eTxnMon == ENCINA)
{

strcpy( szDIIName, Reg.szPath );
strcat( szDIIName, "tpcc_encina.dll');
hLiblnstanceTm = LoadLibrary( szDIlIName );
if (hLibInstanceTm == NULL)
throw new CWEBCLNT_ERR( ERR_LOADDLL_FAILED, szDIIName,
GetLastError() );
// get function pointer to wrapper for class constructor
pCTPCC_ENCINA_new = (TYPE_CTPCC_ENCINA*)
GetProcAddress(hLiblnstanceTm,"CTPCC_ENCINA_new');
pCTPCC_ENCINA_post_init = (TYPE_CTPCC_ENCINA*)
GetProcAddress(hLiblnstanceTm, "CTPCC_ENCINA_post_init'");
it (pCTPCC_ENCINA_new == NULL)
throw new CWEBCLNT_ERR( ERR_GETPROCADDR_FAILED, szDIIName,
GetLastError() );

3
else if (Reg.eTxnMon == COM)

strcpy( szDIIName, Reg.szPath );
strcat( szDIIName, "tpcc_com.dll');
hLiblInstanceTm = LoadLibrary( szDlIName );
if (hLiblnstanceTm == NULL)
throw new CWEBCLNT_ERR( ERR_LOADDLL_FAILED, szDIIName,
GetLastError() );

// get function pointer to wrapper for class constructor
pCTPCC_COM_new = (TYPE_CTPCC_COM*)
GetProcAddress(hLiblnstanceTm,""CTPCC_COM_new');
if (pCTPCC_COM_new == NULL)
throw new CWEBCLNT_ERR( ERR_GETPROCADDR_FAILED, szDIIName,
GetLastError() );
3

// load DLL for database connection
if ((Reg.eTxnMon == None) || (dwNumDeliveryThreads > 0))
{

if (Reg.eDB_Protocol == DBLIB)

strcpy( szDIIName, Reg.szPath );
strcat( szDIIName, "tpcc_dblib.dIl");
hLiblnstanceDb = LoadLibrary( szDIlIName );
if (hLibInstanceDb == NULL)
throw new CWEBCLNT_ERR( ERR_LOADDLL_FAILED,
szDIIName, GetLastError() );

// get function pointer to wrapper for class constructor
pCTPCC_DBLIB_new = (TYPE_CTPCC_DBLIB*)
GetProcAddress(hLiblnstanceDb,""CTPCC_DBLIB_new");
if (pCTPCC_DBLIB_new == NULL)
throw new CWEBCLNT_ERR( ERR_GETPROCADDR_FAILED,
szDlIName, GetLastError() );

}
else if (Reg.eDB_Protocol == ODBC)
{

strcpy( szDIIName, Reg.szPath );
strcat( szDIIName, "“tpcc_odbc.dll™);
hLiblnstanceDb = LoadLibrary( szDIlIName );
if (hLibInstanceDb == NULL)
throw new CWEBCLNT_ERR( ERR_LOADDLL_FAILED,
szDlIName, GetLastError() );

// get function pointer to wrapper for class constructor
pCTPCC_ODBC_new = (TYPE_CTPCC_ODBC*)
GetProcAddress(hLiblnstanceDb,""CTPCC_ODBC_new");
if (pCTPCC_ODBC_new == NULL)
throw new CWEBCLNT_ERR( ERR_GETPROCADDR_FAILED,
szDlIName, GetLastError() );
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¥
if (dwNumDeliveryThreads)
{

// for deferred delivery txns:

hDoneEvent = CreateEvent( NULL, TRUE /* manual reset */, FALSE /*
initially not signalled */, NULL );

InitializeCriticalSection(&elBuffCriticalSection);

hWorkerSemaphore = CreateSemaphore( NULL, O, dwDelBuffSize, NULL );

dwDelBuffFreeCount = dwDelBuffSize;

InitJulianTime(NULL);

// create unique log file name based on delilog-yymmdd-hhmm.log
SYSTEMTIME Time;
GetLocalTime( &Time );
wsprintf( szLogFile, "%sdelivery-%2.2d%2.2d%2.2d-%2.2d%2.2d.1og",
Reg.szPath, Time.wYear % 100, Time.wMonth,
Time.wDay, Time.wHour, Time.wMinute );
txnDelilog = new CTxnLog(szLogFile, TXN_LOG_WRITE);

//write event into txn log for START
txnDelilog->WriteCtrlIRecToLog(TXN_EVENT_START, szMyComputerName,
sizeof(szMyComputerName)) ;

// allocate structures for delivery buffers and thread mgmt
pDeliHandles = new HANDLE[dwNumDeliveryThreads];

pDelBuff = new DELIVERY_TRANSACTION[dwDelBuffSize];

/7 launch DeliveryWorkerThread to perform actual delivery txns
for(i=0; i<dwNumDeliveryThreads; i++)

{
pDeliHandles[i] = (HANDLE) _beginthread(
DeliveryWorkerThread, 0, NULL );
it (pDeliHandles[i] == INVALID_HANDLE_VALUE)
throw new CWEBCLNT_ERR(
ERR_DEL IVERY_THREAD_FAILED );
}
3
break;

case DLL_PROCESS_DETACH:
if (dwNumDeliveryThreads)

{

if (txnDelilog !'= NULL)

{
//write event into txn log for STOP
txnDelilog->WriteCtrIRecToLog(TXN_EVENT_STOP,

szMyComputerName, sizeof(szMyComputerName));

// This will do a clean shutdown of the delivery log file
CTxnLog *txnDelilogLocal = txnDelilog;
txnDelilog= NULL;
delete txnDelilogLocal;

3

delete [] pDeliHandles;
delete [] pDelBuff;

CloseHandle( hWorkerSemaphore );

CloseHandle( hDoneEvent );

DeleteCriticalSection(&elBuffCriticalSection);
3

DeleteCriticalSection(&TermCriticalSection);

if (hLibInstanceTm != NULL)
FreeLibrary( hLibInstanceTm );
hLibInstanceTm = NULL;

if (hLiblnstanceDb != NULL)
FreeLibrary( hLiblnstanceDb );
hLiblnstanceDb = NULL;

Sleep(500);
break;

default:
/* nothing */;
}

catch (CBaseErr *e)

WriteMessageToEventLog( e->ErrorText() );
delete e;

TerminateExtension(0);

return FALSE;

}
catch (...)
WriteMessageToEventLog(TEXT(**Unhandled exception. DLL could not load."));

TerminateExtension(0);
return FﬁE§E;
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3
return TRUE;
3
/: FUNCTION: GetExtensionVersion
: PURPOSE: This function is called by the inet service when the DLL is first loaded.
: ARGUMENTS: HSE_VERSION_INFO *pVer passed in structure in which to place expected version number.
:/RETURNS: TRUE inet service expected return value.

BOOL WINAPI GetExtensionVersion(HSE_VERSION_INFO *pVer)
{

pVer->dwExtensionVersion = MAKELONG(HSE_VERSION_MINOR, HSE_VERSION_MAJOR);
Istrcpyn(pVer->lIpszExtensionDesc, "TPC-C Server.', HSE_MAX_EXT_DLL_NAME_LEN);

// TODO: why do we need this here instead of in the DLL attach?
if (Reg.eTxnMon == ENCINA)
pCTPCC_ENCINA_post_init();

return TRUE;

3
/: FUNCTION: TerminateExtension

* PURPOSE: This function is called by the inet service when the DLL is about to be unloaded.
: Release all resources in anticipation of being unloaded.

:/RETURNS: TRUE inet service expected return value.

BOOL WINAPI TerminateExtension( DWORD dwFlags )

{
if (pDeliHandles)
{
SetEvent( hDoneEvent );
for(DWORD i=0; i<dwNumDeliveryThreads; i++)
WaitForSingleObject( pDeliHandles[i], INFINITE );
}
TermDeleteAll();
return TRUE;
}
/* FUNCTION: HttpExtensionProc
*
* PURPOSE: This function is the main entry point for the TPCC DLL. The internet service
* calls this function passing in the http string.
*
* ARGUMENTS: EXTENSION_CONTROL_BLOCK *pECB structure pointer to passed in internet
*
service information.
* RETURNS: DWORD HSE_STATUS_SUCCESS connection can be

dropped if error
* HSE_STATUS_SUCCESS_AND_KEEP_CONN keep connect valid
comment sent

*

* COMMENTS: None

*

*/

DWORD WINAPI HttpExtensionProc(EXTENSION_CONTROL_BLOCK *pECB)

{
int iCmd, Formld, Termld, iSyncld;
char szBuffer[4096];
int IpbSize;
static char szHeader[] = 200 Ok";
DWORD dwSize = 6; // initial value is strlen(szHeader)
char szHeader1[4096] ;

#ifdef I1CECAP

StartCAPQ);
#endif
try
//process http query
ProcessQueryString(pECB, &iCmd, &Formld, &Termld, &iSyncld);
if (Termld !'= 0)
{
if ( Termld < 0 || Termld >= Term.iNumEntries || Term.pClientData[Termld].iNextFree != -1
)
{
// debugging. ..
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char szTmp[128];
wsprintf( szTmp, "Invalid term ID; Termld = %d", Termld );
WriteMessageToEventLog( szTmp );

throw new CWEBCLNT_ERR( ERR_INVALID_TERMID );
}

//must have a valid syncid here since termid is valid
if (iSyncld != Term.pClientData[Termld].iSyncld)
throw new CWEBCLNT_ERR( ERR_INVALID_SYNC_CONNECTION );

//set use time
Term.pClientData[Termld].iTickCount = GetTickCount();

3
switch(iCmd)
{
case 0:
WelcomeForm(pECB, szBuffer);
break;
case 1:
switch( Formld )
case WELCOME_FORM:
case MAIN_MENU_FORM:
break;
case NEW_ORDER_FORM:
ProcessNewOrderForm(pECB, Termld, szBuffer);
break;
case PAYMENT_FORM:
ProcessPaymentForm(pECB, Termld, szBuffer);
break;
case DELIVERY_FORM:
ProcessDeliveryForm(pECB, Termld, szBuffer);
break;
case ORDER_STATUS_FORM:
ProcessOrderStatusForm(pECB, Termld, szBuffer);
break;
case STOCK_LEVEL_FORM:
ProcessStockLevelForm(pECB, Termld, szBuffer);
break;
break;
case 2:
// new-order selected from menu; display new-order input form
MakeNewOrderForm(Termld, NULL, INPUT_FORM, szBuffer);
break;
case 3:
// payment selected from menu; display payment input form
MakePaymentForm(Termld, NULL, INPUT_FORM, szBuffer);
break;
case 4:
// delivery selected from menu; display delivery input form
MakeDeliveryForm(Termld, NULL, INPUT_FORM, szBuffer);
break;
case 5:
// order-status selected from menu; display order-status input form
MakeOrderStatusForm(Termld, NULL, INPUT_FORM, szBuffer);
break;
case 6:
// stock-level selected from menu; display stock-level input form
MakeStockLevelForm(Termld, NULL, INPUT_FORM, szBuffer);
break;
case 7:
// ExitCmd
TermDelete(Termld);
WelcomeForm(pECB, szBuffer);
break;
case 8:
SubmitCmd(pECB, szBuffer);
break;
case 9:
// menu
MakeMainMenuForm(Termld, Term.pClientData[Termld].iSyncld, szBuffer);
break;
case 10:

// CMD=Clear
// resets all connections; should only be used when no other connections are active
TermDeleteAll();
Termlnit(Q);
WelcomeForm(pECB, szBuffer);
break;
case 11: // CMD=Stats
StatsCmd(pECB, szBuffer);
break;

}
catch (CBaseErr *e)
ErrorForm( pECB, e->ErrorType(), e->ErrorNum(), Termld, iSyncld, e->ErrorText(), szBuffer );

delete e;

1
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catch (...)
{
ErrorForm( pECB, ERR_TYPE_WEBDLL, O, Termld, iSyncld, "Error: Unhandled exception in Web Client.",

szBuffer );

3
#ifdef I1CECAP

StopCAPQ);
#endif

IpbSize = strlen(szBuffer);
wsprintf(szHeaderl,
“"Content-Type: text/htmI\r\n"
"Content-Length: %d\r\n"
""Connection: Keep-Alive\r\n\r\n" , IpbSize);
strcat( szHeaderl, szBuffer );

(*pECB->ServerSupportFunction) (pECB->ConnID, HSE_REQ_SEND_RESPONSE_HEADER, szHeader, (LPDWORD) &dwSize,
(LPDWORD)szHeader1);

//finish up and keep connection
pECB->dwHttpStatusCode = 200;
return HSE_STATUS_SUCCESS_AND_KEEP_CONN;

void WriteMessageToEventLog(LPTSTR IpszMsg)
{

TCHAR szMsg[256] ;
HANDLE hEventSource;
LPTSTR IpszStrings[2];

// Use event logging to log the error.
//
hEventSource = RegisterEventSource(NULL, TEXT("TPCC.DLL'™));

_stprintf(szMsg, TEXT("Error in TPCC.DLL: "));
IpszStrings[0] = szMsg;

IpszStrings[1] = IpszMsg;

if (hEventSource != NULL)

ReportEvent(hEventSource, // handle of event source
EVENTLOG_ERROR_TYPE, // event type

o, // event category

0, // event ID

NULL, // current user”s SID

2, // strings in lIpszStrings

o, // no bytes of raw data
(LPCTSTR *)IpszStrings, // array of error strings
NULL); // no raw data

(VOID) DeregisterEventSource(hEventSource);

}
/* FUNCTION: DeliveryWorkerThread

*

* PURPOSE: This function processes deferred delivery txns. There are typically several

* threads running this routine. The number of threads is determined by an entry
* read from the registry. The thread waits for work by waiting on semaphore.

* When a delivery txn is posted, the semaphore is released. After processing

* the delivery txn, information is logged to record the txn status and execution
* time.

*/

/*static*/ void DeliveryWorkerThread(void *ptr)

CTPCC_BASE *pTxn = NULL;

DELIVERY_TRANSACTION delivery;

PDEL IVERY_DATA pDeliveryData;

TXN_RECORD_TPCC_DELIV_DEF txnDeliRec;

DWORD index;

HANDLE handles[2];

SYSTEMTIME trans_end; //delivery transaction finished time
SYSTEMTIME trans_start; //delivery transaction start time

assert(txnDelilog != NULL);
try

if (Reg.eDB_Protocol == ODBC)
pTxn = pCTPCC_ODBC_new( Reg.szDbServer, Reg.szDbUser, Reg.szDbPassword, szMyComputerName,
Reg.szDbName, Reg.szSPPrefix );
else if (Reg.eDB_Protocol == DBLIB)
pTxn = pCTPCC_DBLIB_new( Reg.szDbServer, Reg.szDbUser, Reg.szDbPassword,
szMyComputerName, Reg.szDbName );
pDeliveryData = pTxn—>BuffAEdr Delivery();
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3
catch (CBaseErr *e)

char szTmp[1024];
wsprintf( szTmp, "Error in Delivery Txn thread. Could not connect to database.
"%s. Server=%s, User=%s, Password=%s, Database=%s",
e->ErrorText(), Reg.szDbServer, Reg.szDbUser, Reg.szDbPassword, Reg.szDbName );
WriteMessageToEventLog( szTmp );
delete e;
goto ErrorExit;

3
catch (...)

WriteMessageToEventLog(TEXT(""Unhandled exception caught in DeliveryWorkerThread."));
goto ErrorExit;

3

while (TRUE)
try
{

//while delivery thread running, i.e. user has not requested termination
while (TRUE)
{

// need to wait for multiple objects: program exit or worker semaphore;
handles[0] = hDoneEvent;
handles[1] = hWorkerSemaphore;
index = WaitForMultipleObjects( 2, &handles[0], FALSE, INFINITE );
if (index == WAIT_OBJECT_0O)
goto ErrorExit;

ZeroMemory(&txnDeliRec, sizeof(txnDeliRec));
txnDeliRec.TxnType = TXN_REC_TYPE_TPCC_DELIV_DEF;

// make a local copy of current entry from delivery buffer and increment buffer

index

EnterCriticalSection(&elBuffCriticalSection);

delivery = *(pDelBuff+dwDe IBuffBusylndex);

dwDe IBuffFreeCount++;

dwDe IBuffBusy Index++;

if (dwDelBuffBusylndex == dwDelBuffSize) // wrap-around if at end of
buffer

dwDelBuffBusylndex = 0;
LeaveCriticalSection(&DelBuffCriticalSection);

pDeliveryData->w_id = delivery.w_id;
pDeliveryData->0_carrier_id = delivery.o_carrier_id;

txnDeliRec.w_id = pDeliveryData->w_id;
txnDeliRec.o_carrier_id = pDeliveryData->o_carrier_id;
txnDeliRec.TxnStartTO = Get(x64)Time(&delivery.queue);

GetLocalTime( &trans_start );
pTxn->Delivery(Q);
GetLocalTime( &trans_end );

//log txn
txnDeliRec.TxnStatus = ERR_SUCCESS;
for (int i=0; i<10; i++)
txnDeliRec.o_id[i] = pDeliveryData->o_id[i];
txnDeliRec.DeltaT4 = (int)(Get(x64)Time(&trans_end) - txnDeliRec.TxnStartT0);
txnDeliRec.DeltaTxnExec = (int)(Get(x64)Time(&trans_end) -
Get(x64)Time(&trans_start));

if (txnDelilog !'= NULL)
txnDelilog->WriteToLog(&txnDeliRec);

}
catch (CBaseErr *e)
{
char szTmp[1024];
wsprintf( szTmp, "Error in Delivery Txn thread. %s", e->ErrorText() );
WriteMessageToEventLog( szTmp );
// log the error txn
txnDeliRec.TxnStatus = e->ErrorType();
if (txnDelilog != NULL)
txnDelilog->WriteToLog(&txnDeliRec);
delete e;
3
catch (...)
// unhandled exception; shouldn®t happen; not much we can do...
WriteMessageToEventLog(TEXT(*'Unhandled exception caught in DeliveryWorkerThread.'));
}
3
ErrorExit:
delete pTxn;
_endthread();
3,
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/* FUNCTION: PostDeliverylnfo

*

* PURPOSE: This function enters the delivery txn into the deferred delivery buffer.

* RETURNS: BOOL FALSE delivery information posted successfully

* TRUE error cannot post delivery info
*/

BOOL PostDeliverylnfo(long w_id, short o_carrier_id)
BOOL bError;

EnterCriticalSection(&elBuffCriticalSection);

it (dwDelBuffFreeCount > 0)

{
bError = FALSE;
(pDelBuff+dwDe IBuffFreelndex)->w_id = w_id;
(pDelBuff+dwDe IBuffFreelndex)->o_carrier_id = o_carrier_id;
GetLocalTime(&(pDelBuff+dwDelBuffFreelndex)->queue);

dwDe lBuffFreeCount--;
dwDelBuffFreelndex++;
if (dwDelBuffFreelndex == dwDelBuffSize)
dwDelBuffFreelndex = 0; // wrap-around if at end of buffer

else
// No free buffers. Return an error, which indicates that the delivery buffer is full.
/7 Most likely, the number of delivery worker threads needs to be increased to keep up
// with the txn rate.
bError = TRUE;

LeaveCriticalSection(&elBuffCriticalSection);

if (!bError)
// increment worker semaphore to wake up a worker thread
ReleaseSemaphore( hWorkerSemaphore, 1, NULL );

return bError;

3
/* FUNCTION: ProcessQueryString
*
* PURPOSE: This function extracts the relevent information out of the http command passed in from
* the browser.
*
* COMMENTS: If this is the initial connection i.e. client is at welcome screen then
* there will not be a terminal id or current form id. If this is the case
* then the pTermid and pFormid return values are undefined.
*/

void ProcessQueryString(EXTENSION_CONTROL_BLOCK *pECB, int *pCmd, int *pFormld, int *pTermld, int *pSyncld)
{

char *ptr = pECB->lpszQueryString;
char szBuffer[25];

int i;

//allowable client command strings i.e. CMD=command
static char *szCmds[] =

{
"“Process'", "..NewOrder..", "..Payment..", "_.Delivery..", "..Order-Status..", "..Stock-Level..",
"L Exit..", "Submit", "Menu", "Clear"™, 'Stats", "

3

*pCmd = 0; // default is the login screen

*pTermld = 0O;

// if no params (i.e., empty query string), then return login screen
if (strlen(pECB->1pszQueryString) ==
return;

// parse FORMID, TERMID, and SYNCID

*pFormld = GetlIntKeyValue(&ptr, "FORMID", NO_ERR, NO_ERR);
*pTermld = GetIntKeyValue(&ptr, "TERMID", NO_ERR, NO_ERR);
*pSyncld = GetIntKeyvalue(&ptr, "SYNCID", NO_ERR, NO_ERR);

// parse CMD
GetKeyValue(&ptr, "CMD", szBuffer, sizeof(szBuffer), ERR_COMMAND_UNDEFINED);

// see which command it matches
for(i=0; ; i++)
{

if (szCmds[i][0] == 0)

// no more; no match; return error

throw new CWEBCLNT_ERR( ERR_COMMAND_UNDEFINED );
if ( !strcmp(szCmds[i], szBuffer) )
{

*pCmd = i+1;
break;
3
}
}
/* FUNCTION: void WelcomeForm
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*

*/
void WelcomeForm(EXTENSION_CONTROL_BLOCK *pECB, char *szBuffer)
{
char szTmp[1024];
//welcome to tpc-c html form buffer, this is first form client sees.
strecpy( szBuffer, "'<HTML><HEAD><TITLE>TPC-C Web Client</TITLE></HEAD><BODY>"
"'<B><BIG>Microsoft TPC-C Web Client (ver 4.20)</BIG></B>
<BR> <BR>"
"<font face=\"Courier New\'><PRE>"
“Compiled: "_ DATE__ ", "_ TIME__" <BR>"
"Source: " FILE__" ("__TIMESTAMP_ ') <BR>"
"'</PRE></font>"

"'<FORM ACTION=\"tpcc.dlI\" METHOD=\"GET\">"

“<INPUT TYPE=\"hidden\" NAME=\"STATUSID\" VALUE=\"O\">"
"<INPUT TYPE=\"hidden\" NAME=\"ERROR\" VALUE=\"O\">"
“<INPUT TYPE=\"hidden\" NAME=\"FORMID\" VALUE=\""1\">"
"<INPUT TYPE=\"hidden\" NAME=\"TERMID\" VALUE=\"'O\"">"
TYPE=\"hidden\" NAME=\"SYNCID\" VALUE=\""O\"">"
TYPE=\"hidden\" NAME=\"VERSION\" VALUE=\""

WEBCLIENT_VERSION *"\"'>"

N
sprintf( szTmp, “Configuration Settings: <BR><font face=\"Courier New\" color=\"blue\"><PRE>"
"Txn Monitor = <B>Ys</B><BR>"
“Database protocol = <B>Ys</B><BR>"
“Max Connections = <B>%d</B><BR>"
“# of Delivery Threads = <B>%d</B><BR>"
"Max Pending Deliveries = <B>%d</B><BR>"

, szTxnMonNames[Reg.eTxnMon], szDBNames[Reg.eDB_Protocol],
Reg.dwMaxConnections, dwNumDeliveryThreads, dwDelBuffSize );
strcat( szBuffer, szTmp);

if (Reg.eTxnMon == COM)

sprintf( szTmp, "'COM Single Pool = <B>%s</B><BR>",
Reg.bCOM_SinglePool ? "YES™ : "NO" );
strcat( szBuffer, szTmp);

3
strcat( szBuffer, "</PRE></font>");

if (Reg.eTxnMon == None)
// connection options may be specified when not using a txn monitor
sprintf( szTmp, "Please enter your database options for this connection:<BR>"
“"<font face=\"Courier New\" color=\"blue\"><PRE>"
"DB Server = <INPUT NAME=\"db_server\" SI1ZE=20
VALUE=\""%s\""><BR>""
"“DB User ID = <INPUT NAME=\"db_user\" SIZE=20
VALUE=\""%s\""><BR>""
"DB Password = <INPUT NAME=\"db_passwd\" SI1ZE=20
VALUE=\""%s\""><BR>""
"'DB Name = <INPUT NAME=\"db_name\" SIZE=20
VALUE=\""%s\""><BR>""
"'</PRE></font>"
, Reg.szDbServer, Reg.szDbUser, Reg.szDbPassword, Reg.szDbName );
else
// if using a txn monitor, connection options are determined from registry; can"t
// set per user. show options fyi

sprintf( szTmp, “Database options which will be used by the transaction monitor:<BR>"
"<font face=\"Courier New\" color=\"blue\"><PRE>"
"DB Server = <B>Ys</B><BR>"
"DB User ID = <B>Y%s</B><BR>"
""DB Password = <B>Ys</B><BR>"
"'DB Name = <B>Ys</B><BR>"
"'</PRE></font>"

, Reg.szDbServer, Reg.szDbUser, Reg.szDbPassword, Reg.szDbName );
strcat( szBuffer, szTmp);

sprintf( szTmp, "Please enter your Warehouse and District for this session:<BR>"
"<font face=\"Courier New\" color=\"blue\"><PRE>" );
strcat( szBuffer, szTmp);
strcat( szBuffer, "Warehouse 1D = <INPUT NAME=\"w_id\" SIZE=6><BR>"
istrict ID = <INPUT NAME=\"d_id\" SIZE=2><BR>"
"'</PRE></font><HR>"
"<INPUT TYPE=\"submit\" NAME=\"CMD\" VALUE=\"'Submit\''>"
"'</FORM></BODY></HTML>") ;

3

/: FUNCTION: SubmitCmd

* PURPOSE: This function allocated a new terminal id in the Term structure array.
~

void SubmitCmd(EXTENSION_CONTROL_BLOCK *pECB, char *szBuffer)
{

int iNewTerm;
char *ptr = pECB->lpszQueryString;
char szVersion[32] ={0};
char szServer[32] ={0};
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char szUser[32] = "sa'";
char szPassword[32] ={0};
char szDatabase[32] = "tpcc";

// validate version field; the version field ensures that the RTE is synchronized with the web client
