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Abstract

This report documents the compliance of NEC Corporation’s TPC Benchmark™ E tests on the NEC Express5800/1320Xf
client/server system with version 1.4.0 of the TPC Benchmark E Standard Specification. 8 Clients (NEC Express5800/120Ri-2)
were used as the Tier-A clients.

The operating system and the DBMS used on the server were Microsoft® Windows Server® 2008 for Itanium-based Systems and
Microsoft® SQL Server® 2008 Enterprise Edition for Itanium-based Systems. The operating system on the clients was Microsoft®
Windows Server® 2003 R2 Standard Edition with SP2.

Two standard metrics, transaction-per-second-E(tpsE) and price per tpsE($/tpsE) are reported, in accordance with the TPC
Benchmark™ E Standard. The independent auditor’s report by Francois Raab appears at the end of this report.

TPC Benchmark™ E Metrics

The standard TPC Benchmark™ E metrics, tpsE (transactions per second), price per tpsE are reported.

Total $ USD

System Software System tpsE Availability Date

ItpskE
Cost
Microsoft® SQL Server® 2008
NEC Enterprise Edition
Express5800 for ltanium-based Systems $3’(b252|’33;87 1126.49 | $2,771.79 |  30-Aug-2008
[1320Xf Microsoft® Windows Server® 2008
for Itanium-based Systems

Executive Summary

The following pages contain executive summary of results for this benchmark.

Auditor

The benchmark configuration, environment and methodology were audited by Francois Raab of Info Sizing Inc. to verify
compliance with the relevant TPC specifications.
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NEC

NEC Express5800/1320Xf (32 SMP)

TPC-E 140
TPC Pricing 1.3.0

Report Date
February 27, 2008

TPC-E Throughput Price/Performance Availability Date Total System Cost
1126.49 tpskE $2,771.79 August 30, 2008 $3,122,387 USD
USD per tpsE
Database Server Configuration
Operating System Database Manager Processors/Cores/ Memory
Threads

., Microsoft® Microsoft™
Windows Server™ 2008 SQL Server_ 2008 32/64/64 512GB

for Itanium-based Enterprise Edition

Systems for Itanium-based
y Systems

Tier B: Server

NEC Express5800/1320Xf

32 x Dual-Core Intel® Itanium® processor 9150N 1.6GHz,
24MB L3 cache

512GB Memory, 2 x 73GB Disk

8 x 2-port 2Gbps FC HBA, 1 x 1-port 4Ghps FC HBA

1 x SCSI RAID Controller

8 x 1Gbps Ether NIC L

/
~N

1Gbps Ether

o
Tier A : Client

8 X NEC Express5800/120Ri-2

2x Dual-Core Intel® Xeon® processor 5160 3.0GHz.
4MB L2 cache, 4 processor cores, 4 threads

4GB of Memory

1x 36GB SAS drive

2x Onboard 1Ghps Ether Controllers

1x Dual-Port 1Gb Ether NIC

Tier B : System Console

1 x NEC Express5800/120Ri-2

2x Dual-Core Intel® Xeon® processor
5160 3.0GHz. 4MB L2 cache, 4
processor cores, 4 threads

4GB of Memory

1x 36GB SAS drive

2x Onboard 1Gbps Ether Controllers
1x Dual-Port 1Gb Ether NIC

100Mbps Ether IE:’

2Gbps

Fe e
Storage a -
NEC Storage S2500

16x NEC Storage S2500 Controllers
46x NEC Storage S2500 FC Disk
Expansion Box

860x 73GB 15k RPM FC drives

Initial Database Size Redundancy Level : 1 Storage
4,413 GB RAID50 : LOG/RAID10 : Data 860 x 73GB 15K
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TPCE 140
TPC Pricing 1.3.0
NEC NEC Express5800/1320Xf (32 SMP) rorpor Date

Available Date
August 30, 2008

Third Party Unit Extended  3-yr Mnt.
Description Part Number Brand Pricing Price Qty Price Price
Server Hardware
NEC Express5800/1320Xf system 850203702 NEC 1 1,931,114 1 1,931,114 (included)
Cabinet w/8cells&110 1
4 Itanium 9150N (1.6G/24M) for 1320Xf 8
1320Xf Memory 8GB (4x2GB DIMM) memory kit 64
Memory Slot Expansion Module Option 8
10 Expansion Cabinet 1
10 Enclosure 3
1320Xf 10 partition (Core) 1
1320Xf 10 partition (Non-core) 7
73GB Ultra SCSU HDD 10k RPM 2
RAID controller (Windows) 1
1port 10/100/1000 base-T LAN card 8
2-port 2Gbps FC HBA 8
1-port 4Gbps FC HBA 1
Installation 1
Microsoft Windows Server 2008 32procs 32
3Year 4h 24x7 maintenance 1
NEC Express5800/120Ri-2 (for System Console) 850190702 NEC 1 6,695 1 6,695 (included)
120Ri-2,XD2/3.0G/2G N8100-1248F 1 EA 1
CPU Kit (XD2/G(4)) 1 EA 1
Additional 2G Memory Board 1 EA 1
1000Base-T NIC Dual Channel 1 EA 1
Additional 36.3 GB HDD 1 EA 1
3Year 4h 24x7 maintenance 1
NEC AccuSync LCD52V 15"LCD Display (+2 spare) 704053 NEC 3 190 4 760 -
Subtotal 1,938,569 0
Disk Subsystem
NEC Storage S2500 Base Model 850183001 NEC 1 31,000 16 496,000
S2500 FC Disk Expansion Box 062-02942-000 NEC 1 6,200 46 285,200
Fibre channel disk drive (15k rpm/73GB) (+10% spares) S* 062-02959-000 NEC 1 1,220 946 1,154,120
UPS 3kVA 050-02424-000 NEC 1 1,799 2 3,598
4hr onsite maintenance service 0OS2X-SD4HR-YYY NEC 1 193,892 1 193,892
42U Rackframe 050-02378-001 NEC 1 1,799 5 8,995 -
FC Cable 10M LC-LC (+10% spares) BR-FC5PVLCLC-10 NEC 1 50 18 900 -
Subtotal 1,948,813 193,892
Server Software
Microsoft SQL Server 2008 Enterprise Edition for Itanium-based systems Microsoft 2 24,999 32 799,968 245
6% discount from the retail unit price Microsoft 2 -1,567 32 -50,144
Subtotal 749,824 245
continued on the next page
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NEC

NEC Express5800/1320Xf (32 SMP)

TPCE 140
TPC Pricing 1.3.0

Report Date
February 27, 2008

Available Date
August 30, 2008

Client Hardware

NEC Express5800/120Ri-2 850190702 NEC 1 6,695 8 53,560 (included)
120Ri-2,XD2/3.0G/2G N8100-1248F 1 EA 1
CPU Kit (XD2/G(4)) 1 EA 1
Additional 2G Memory Board 1 EA 1
1000Base-T NIC Dual Channel 1 EA 1
Additional 36.3 GB HDD 1 EA 1
3Year 4h 24x7 maintenance 1
NEC AccuSync LCD52V 15"LCD Display (+2 spares) 704053 NEC 3 190 10 1,900
42U Rackirame 050-02378-001 NEC 1 1,799 1 1,799
External USB Floppy Disk Drive (+2 spares) 494301 Verbatim 3 30 3 90
Floppy Disk (10 Pack) 39031 Verbatim 3 5 1 5
Ether Cable 25' RJ45-RJ45 (+10% spares) 324516 Tripp Lite 3 7 28 196
Ether Cable 10' RJ45-RJ45 (+10% spares) 324527 Tripp Lite 3 6 11 66
Subtotal 57,615 0
Client Software
Windows Server 2003 R2 Standard Edition** P73-01972 Microsoft 2 999 9 8,991 (Included)
28% discount from the retail unit price Microsoft 2 -280 9 -2,520
Subtotal 6,471 0
Infrastructure
24-Port 10/100/1000 Gigabit Switch (+2 spares) 1012601 Linksys 3 283 3 849 -
Subtotal 849 0
TOTAL __ 4,702,141 104.137|
NEC Large Volume Discount*** -45% -1,773.891

Notes:
Pricing: 1-NEC 2-Microsoft 3-CDW

quotation except 3-yr Mnt. Price for Disk Subsystem

based on the components in quotation

Discount for similarly sized configurations will be similar to those quoted here but may vary

Results and methodology audited by Francois Raab of InfoSizing, Inc. (www.sizing.com)

S* means one or more components of the measured configuration have been substituted in the Priced Configuration. See the FDR for details.
** Qty of Windpws Server 2003 R2 Standard Edition includes the license of the DB server's mainetenance Console
***45% discount was based on the overall value of the specific components from NEC in this single

3-Yr. Cost of Ownership: $3,122,387

tpsE Throughput:  1126.49

$/tpsE $2,771.79

Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually negotiated
discounts are not permitted. Special prices based on assumptions about past or future purchases are not permitted. All discounts reflects standard
pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmark specifications.|f you find that the stated
prices are not available according to these terms, please inform the TPC at pricing@tpc.org. Thank you.

TPC Benchmark™ E Full Disclosure Report
Copyright © 2008 NEC Corporation

Feb 2008



NEC

NEC Express5800/1320Xf (32 SMP)

TPC-E 140
TPC Pricing 1.3.0

Report Date
February 27, 2008

Available Date
August 30, 2008

Numerical Quantities Summary

Reported Throughput : 1126.49 tpsE Configured Customers: 570,000
Response Times (in seconds) Minimum |[Average [90" 9stile [Maximum
Broker Volume 0.01 0.13 0.22 3.45
Customer Position 0.00 0.04 0.08 3.25
Market Feed 0.00 0.06 0.10 3.27
Market Watch 0.00 0.07 0.15 3.40
Security Detail 0.00 0.02 0.04 3.32
Trade Lookup 0.00 0.57 0.85 6.20
Trade Order 0.00 0.12 0.18 3.45
Trade Result 0.00 0.13 0.21 3.36
Trade Status 0.00 0.04 0.07 3.26
Trade Update 0.02 0.67 0.91 6.16
Data Maintenance 0.01 0.16 1.61
Transaction Mix Transaction Count |[Mix %
Broker VVolume 3,974,314 4.900%
Customer Position 10,543,586 13.000%
Market Feed 811,080 1.000%
Market Watch 14,598,618 18.000%
Security Detail 11,354,567 14.000%
Trade Lookup 6,487,787 7.999%
Trade Order 8,191,514 10.100%
Trade Result 8,110,752 10.000%
Trade Status 15,409,630 19.000%
Trade Update 1,622,048 2.000%
Data Maintenance 120
Test Duration and Timings
Ramp-up Time 0:36:54
Measurement Interval 2:00:00
Business Recovery Time 3:11:25
;I;lciii/g:umber of Transactions Completed in Measurement 81.103.896
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PREAMBLE

Introduction

TPC Benchmark™ E (TPC-E) is an On-Line Transaction Processing (OLTP) workload. It is a mixture of read-only and update
intensive transactions that simulate the activities found in complex OLTP application environments. The database schema, data
population, transactions, and implementation rules have been designed to be broadly representative of modern OLTP systems.
The benchmark exercises a breadth of system components associated with such environments, which are characterized by:

®  The simultaneous execution of multiple transaction types that span a breadth of complexity;
Moderate system and application execution time;

A balanced mixture of disk input/output and processor usage;

Transaction integrity (ACID properties);

A mixture of uniform and non-uniform data access through primary and secondary keys;

Databases consisting of many tables with a wide variety of sizes, attributes, and relationships with realistic content;
Contention on data access and update.

The TPC-E operations are modeled as follows: The database is continuously available 24 hours a day, 7 days a week, for data
processing from multiple Sessions and data modifications against all tables, except possibly during infrequent (e.g., once a
month) maintenance Sessions. Due to the worldwide nature of the application modeled by the TPC-E benchmark, any of the
transactions may be executed against the database at anytime, especially in relation to each other.

Goal of the TPC-E Benchmark

The TPC-E benchmark simulates the OLTP workload of a brokerage firm. The focus of the benchmark is the central database that
executes transactions related to the firm“ s customer accounts. In keeping with the goal of measuring the performance
characteristics of the database system, the benchmark does not attempt to measure the complex flow of data between multiple
application systems that would exist in a real environment.

The mixture and variety of transactions being executed on the benchmark system is designed to capture the characteristic
components of a complex system. Different transaction types are defined to simulate the interactions of the firm with its
customers as well as its business partners. Different transaction types have varying run-time requirements.

The benchmark defines:

®  Two types of transactions to simulate Consumer-to-Business as well as Business-to-Business activities
®  Several transactions for each transaction type

® Different execution profiles for each transaction type

® A specific run-time mix for all defined transactions

For example, the database will simultaneously execute transactions generated by systems that interact with customers along with
transactions that are generated by systems that interact with financial markets as well as administrative systems. The benchmark
system will interact with a set of Driver systems that simulate the various sources of transactions without requiring the benchmark
to implement the complex environment.

The Performance Metric reported by TPC-E is a "business throughput” measure of the number of completed Trade-Result
transactions processed per second (see Clause 6.7.1). Multiple Transactions are used to simulate the business activity of
processing a trade, and each Transaction is subject to a Response Time constraint. The Performance Metric for the benchmark is
expressed in transactions-per-second-E (tpsE). To be compliant with the TPC-E standard, all references to tpsE Results must
include the tpsE rate, the associated price-per-tpskE, and the Availability Date of the Priced Configuration (See Clause 6.7.3 for
more detail).

Although this specification defines the implementation in terms of a relational data model, the database may be implemented
using any commercially available Database Management System (DBMS), Database Server, file system, or other data repository
that provides a functionally equivalent implementation. The terms “table”, “row", and "column™ are used in this document only as
examples of logical data structures.

TPC Benchmark™ E Full Disclosure Report 10 Feb 2008
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TPC-E uses terminology and metrics that are similar to other benchmarks, originated by the TPC and others. Such similarity in
terminology does not imply that TPC-E Results are comparable to other benchmarks. The only benchmark Results comparable to
TPC-E are other TPC-E Results that conform to a comparable version of the TPC-E specification.

Restrictions and Limitations

Despite the fact that this benchmark offers a rich environment that represents many OLTP applications, this benchmark does not
reflect the entire range of OLTP requirements. In addition, the extent to which a customer can achieve the Results reported by a
vendor is highly dependent on how closely TPC-E approximates the customer application. The relative performance of systems
derived from this benchmark does not necessarily hold for other workloads or environments. Extrapolations to any other
environment are not recommended.

Benchmark Results are highly dependent upon workload, specific application requirements, and systems design and
implementation. Relative system performance will vary because of these and other factors. Therefore, TPC-E should not be used
as a substitute for specific customer application benchmarking when critical capacity planning and/or product evaluation
decisions are contemplated.

Benchmark Sponsors are permitted various possible implementation designs, insofar as they adhere to the model described and
pictorially illustrated in this specification. A Full Disclosure Report (FDR) of the implementation details, as specified in Clause
9.1, must be made available along with the reported Results.

Comment: While separated from the main text for readability, comments are a part of the standard and must be enforced.

TPC Benchmark™ E Full Disclosure Report 11 Feb 2008
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Clause 1 : General Items

Order and Titles

The order and titles of sections in the Report and Supporting Files must correspond with the order and titles of sections from the
TPC-E Standard Specification (i.e., this document). The intent is to make it as easy as possible for readers to compare and
contrast material in different Reports.

The order and titles of sections in this report correspond with that of the TPC-E standard specification.

Executive Summary Statement

The TPC Executive Summary Statement must be included near the beginning of the Report. An example of the Executive
Summary Statement is presented in Appendix B. The latest version of the required format is available from the TPC
Administrator.

The TPC Executive Summary Statement is included at the beginning of this report.

Benchmark Sponsor
A statement identifying the benchmark Sponsor(s) and other participating companies must be reported in the Report.

This benchmark test was sponsored by NEC Corporation.

Configuration Diagrams

Diagrams of both measured and Priced Configurations must be reported in the Report, accompanied by a description of the
differences. This includes, but is not limited to:

Number and type of processors, number of cores and number of threads.

Size of allocated memory, and any specific mapping/partitioning of memory unique to the test.

Number and type of disk units (and controllers, if applicable).

Number of channels or bus connections to disk units, including their protocol type.

Number of LAN (e.g. Ethernet) connections, including routers, workstations, etc., that were physically used in the
test or incorporated into the pricing structure.

Type and the run-time execution location of software components (e.g. DBMS, client, processes, transaction
monitors, software drivers, etc.).Size of allocated memory, and any specific mapping/partitioning of memory unique
to the test.

Difference between Measured and Priced Configurations

The configuration diagram for the measured and priced system are provided as Figure 1.1 and Figure 1.2 respectively. 672
spindles of 36GB/15k rpm FC drives have been substituted in the priced configuration for the same number of 73GB/15k rpm FC
drives. There is no other difference between the measured and priced system.
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Measured Configuration
The following figure represents the measured configuration.

Figurel.l: Express5800/1320Xf, Measured Configuration Diagram

SUT
Tier B: Server Tier B : System Console
NEC Express5800/1320Xf 1 x NEC Express5800/120Ri-2
32 x Dual-Core Intel® Itanium® processor 9150N 1.6GHz, 2x Dual-Core Intel® Xeon® processor
24MB L3 cache 5160 3.0GHz. 4MB L2 cache, 4
512GB Memory, 2 x 73GB Disk processor cores, 4 threads
8 x 2-port 2Gbps FC HBA, 1 x 1-port 4Ghps FC HBA 4GB of Memory

1 x SCSI RAID Controller 1x 36GB SAS drive
8 x 1Gbps Ether NIC - 2x Onboard 1Gbps Ether Controllers

1x Dual-Port 1Gb Ether NIC
Driver /
T

)
-

1Gbps Ether

e
Tier A : Client
8 x NEC Express5800/120Ri-2
2x Dual-Core Intel® Xeon® processor 1Gbps Ether

5160 3.0GHz. 4MB L2 cache, 4 -

orage
NEC Storage S2500

processor cores, 4 threads _—/ 16x NEC Storage $2500 Controllers
4GB of Memory 1Gbps Ether SW 46x NEC Storage S2500 FC Disk
1x 36GB SAS drive Expansion Box
2x Onboard 1Gbps Ether Controllers 672x 36GB 15k RPM FC drives
1x Dual-Port 1Gb Ether NIC 188x 73GB 15k RPM FC drives
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Priced System Configuration

The following figure depicts the priced system, whose cost determines the normalized price per tpsE reported for the test.

Figurel.2: Express5800/1320Xf, Priced Configuration Diagram

SUT

Tier B: Server
NEC Express5800/1320Xf

32 x Dual-Core Intel® Itanium® processor 9150N 1.6GHz,
24MB L3 cache

512GB Memory, 2 x 73GB Disk

8 x 2-port 2Gbps FC HBA, 1 x 1-port 4Gbps FC HBA

1 x SCSI RAID Controller

8 x 1Gbps Ether NIC Ll

1Gbps Ether

i g
Tier A : Client
8 X NEC Express5800/120Ri-2
2x Dual-Core Intel® Xeon® processor

5160 3.0GHz. 4MB L2 cache, 4 processor -

Tier B : System Console

1 x NEC Express5800/120Ri-2

2x Dual-Core Intel® Xeon® processor
5160 3.0GHz. 4MB L2 cache, 4
processor cores, 4 threads

4GB of Memory

1x 36GB SAS drive

2x Onboard 1Gbps Ether Controllers
1x Dual-Port 1Gb Ether NIC

Storage

cores, 4 threads Q/ NEC Storage S2500
4GB of Memory 1Gbps Ether SW 16x NEC Storage S2500 Controllers
1x 36GB SAS drive 46x NEC Storage S2500 FC Disk
2x Onboard 1Gbps Ether Controllers Expansion Box
1x Dual-Port 1Gb Ether NIC 860x 73GB 15k RPM FC drives
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Hardware Configuration

A description of the steps taken to configure all of the hardware must be reported in the Report. Any and all configuration scripts
or step by step GUI instructions are reported in the Supporting Files (see Clause 9.4.1.1). The description, scripts and GUI
instructions must be sufficient such that a reader knowledgeable of computer systems and the TPC-E specification could recreate
the hardware environment. This includes, but is not limited to:

A description of any firmware updates or patches to the hardware.

A description of any GUI configuration used to configure the system hardware.

A description of exactly how the hardware is combined to create the complete system. For example, if the SUT
description lists a base chassis with 1 processor, a processor update package of 3 processors, a NIC controller and
3 disk controllers, a description of where and how the processors, NIC and disk controllers are placed within the
base chassis must be reported in the Report.

A description of how the hardware components are connected. The description can assume the reader is
knowledgeable of computer systems and the TPC-E specification. For example, only a description that Controller 1
in slot A is connected to Disk Tower 5 is required. The reader is assumed to be knowledgeable enough to determine
what type of cable is required based upon the component descriptions and how to plug the cable into the
components.

Driver

The driver is not included in the priced configuration or SUT. In this benchmark, the NEC Express5800/120Ri-2 was used. A
GbE cable is connected to a 24-port GbE switch, which is not in the priced configuration or SUT either. The driver machine was
configured with an IP address of 10.10.1.250.

24-port GbE switch

There is a 24-port GbE switch between the Driver and Tier-A, which consists of 8x machines. The 24-port GbE switch is not
included in the priced configuration or SUT.

Tier-A installation / configuration

The NEC Express5800/120Ri-2 has 2x Dual-Core Intel® Xeon® processor 5160, 4GB of Memory, 1x 36GB SAS drive. One
external USB floppy disk drive, which is priced, is temporarily necessary when OS is to be installed. Tier-A consists of 8x NEC
Express5800/120Ri-2, all of which have the same hardware configuration. Each Tier-A machine is connected to the database
server and to 24-port GbE switch with a GbE cable respectively.

Figurel.3: Rear view of a Client (NEC Express5800/120Ri-2)
\To the Driver system (via 24-port GbE switch)

Low-profile PCI slots Full-height PCI slots
I_:I Dual-Port 1Gb -
Ether NIC Space for -
| an -
additional AC IN

|

| | PSU
MNG

LAN |:| LAN1 -LAN2

To GbE NIC of the Database Server

Tier-B installation / configuration

Tier-B hardware consists of one NEC Express5800/1320Xf as the database server and one NEC Express5800/120Ri-2 as the
System Console of NEC Express5800/1320Xf.
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The hardware configuration of the System Console (NEC Express5800/120Ri-2) is same as that of a Client. The difference is the
network configuration. This System Console is directly connected to the Management LAN port of the Database Server and

S2500 controllers.

Figurel.4: Rear view of the System Console (NEC Express5800/120Ri-2)

Connected to S2500 controllers

MNG

Lan ]

Low-protiie PCT sIots |—u||—n§|gm FPCTSIotS

L

-
-
Ether NIC Space for -
| | an
additional AC IN

| | PSU

LANL N IlAN2

Directly connected to the Management LAN port of
the Server

The NEC Express5800/1320Xf has 32x Dual-Core Intel® Itanium® processor 9150N 1.6GHz/24MB Cache, 256x 2GB DIMMs,
1x boot SCSI RAID controller, 8x GbE NIC, 1x 1-port 4G bps FC HBA, 8x 2-port 2G bps FC HBAs and 2x 73GB SCSI drive
with Microsoft® Windows Server® 2008 for Itanium-Based Systems installed.

The SCSI RAID controller, GbE NIC, 1-port 4G bps FC HBA and 8x 2-port 2G bps HBAs were installed to the PCI-X 10 boxes
of NEC Express5800/1320Xf and connected to the clients or storage subsystem as follows;

---- 10 box #0 ----

PCI 1:SCSI RAID CARD
PCI 2: GbE NIC

PCI 5:1-port 4G bps FC HBA
PCI 7: GbE NIC

---- 10 box#1 ----
PCI 1:2-port 2G bps FC-HBA

PCI 3:2-port 2G bps FC-HBA

PCI 5:2-port 2G bps FC-HBA

PCI 7:2-port 2G bps FC-HBA

--- 10 bOX #2 ----

PCI 1:2-port 2G bps FC-HBA

PCI 3:2-port 2G bps FC-HBA

PCI 5:2-port 2G bps FC-HBA

to internal 2x 73GB SCSI drive
to GbE NIC of Client#1

to S2500 Controller #0

to GbE NIC of Client#2

Port-1 to S2500 Controller #1
Port-2 to S2500 Controller #2
Port-1 to S2500 Controller #3
Port-2 to S2500 Controller #4
Port-1 to S2500 Controller #5
Port-2 to S2500 Controller #6
Port-1 to S2500 Controller #7
Port-2 to S2500 Controller #8

Port-1 to S2500 Controller #9

Port-2 to S2500 Controller #10
Port-1 to S2500 Controller #11
Port-2 to S2500 Controller #12
Port-1 to S2500 Controller #13
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Port 2 to S2500 Controller #14
PCI 7:2-port 2G bps FC-HBA Port-1 to S2500 Controller #15
Port-2: Not used

---- 10 box #3 ----

PCI 1:GbE NIC to GbE NIC of Client#3
PCI 2:GbE NIC to GbE NIC of Client#4
PCI 4:GbE NIC to GbE NIC of Client#5
PCI 5:GbE NIC to GbE NIC of Client#6
PCI 7:GbE NIC to GbE NIC of Client#7
PCI 8:GbE NIC to GbE NIC of Client#8

Figurel.5: Rear view of the 10 boxes of the Server (NEC Express5800/1320Xf)

PCI 8

PCI2 PCI 1
10 box #3 10 box #2
10 box #1 10 box #0
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Figurel.6: Overview of the whole system connections

Measured configuration SuT

R T s T e e e e e PR e E P PP PEE R PR PP

Database Data Arra

Log
Array
: #0 #1| | #2| |#3] |#4 ]| |#5] |#6]| |#7]| |#8]| [#9] #10 #11 #12 #13 K1
24 ports
H GbE .
Switch
Systérr Ip 4G F¢pp 26Fd bp 26Fd bp 2GFG pp 26Fd bp 26Fd pp 26Fd bp 2GFd bp 26Fd
i Console Express5800/1320Xf / Windows Server 2008 for Itanium-Based Systems

: [_sefvice PtOC- | SQLserver 2008 Enterprise Edition for ltanium-Based Systems |
:bB
i server BbE NId GbE NId [GbENIJ  [GbE NId  GbE NId [GbE NId  [GbE NI GbE NId
: 10.1.1.222) 10.21.222| 1031222 10.4.1.222| 1051222] 106.1.222] 1071222| 1081.222|
101.1,1 10211 103.1.1 104.11 10511 10611 10711 10811
Clo1 clo2 Clo3 Cloa Clos Clos Cloz 08
: W2k3 W2k3 W2k3 W2k3 W2k3 W2k3 W2k3 W2k3
: Clients---»Tmeg]| |[mee]| |[meEe]| |[meEE]| |[meg]| |[mEE]| |[mEE]| |[™EE]
[ce ]l |[ce ]| [[ce]ll [[ce]| |[ce]| [[ceE]l [[cE]| |[CE] :
10.10.1.1I lC.10.1.2|- 10101.3| ]010144| lO.lO.l.Sl lO.lO.l.G.I 10.10.1.7‘| 10410.1.8{
GbE ___ _
switeh ™" 24 ports GbE Switch |
10.10.1.250]
Drv01 W2k3
Driver ---» - -

Connect S2500 controllers to disk expansion box.

Legend

|:|Disk Enclosure
: [_IrAID CTRLER

t [ Fc-HBA

—— GbE cable

: (b NiC

: SUT_MEE_Server.e

E SUT_CE_Server.exe

w/Disk Slots

— FC cable

The Storage consists of two types of disk array systems. One is Database Data Array and the other is Log Array.

@

Database Data Array has fifteen S2500 controllers and each controller is connected to a 2Gbps FC HBA of the Database Server

and three S2500 disk expansion boxes. See Figure 1.7 to check the connection diagram.

Log Array has one S2500 controller and the controller is connected to the 4Gbps FC HBA of the Database Server and one S2500

disk expansion box. See Figure 1.8 to check the connection diagram.
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Figurel.7: S2500 controller and disk expansion boxes for Database Data Array

ENC ID ENC ID
‘Set to “1” et to “1”

][

@ NC ID
Set to “0”

]
=

A
U
NC ID P
-IN ™ Setto “1” 0
C.
N
@HPO T
DP 0
7 P
é E| Console
AC IN
Connected to a 2Gbps
FC-HBA

Connected to the System
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Figurel.8: S2500 controller and disk expansion box for Database Log Array

@ encio Fe @enc D

-IN Set to “1” C-IN Set to “1”

]
=

]

L,
T H HPO NT
DP1 DPO DP1 DPO HP1
PWR 7 PW
E| E| Connected to the System
Console
AC IN AC IN
Connected to the 4Gbps
FC-HBA

Software Configuration

A description of the steps taken to configure all software must be reported in the Report. Any and all configuration scripts or step
by step GUI instructions are reported in the Supporting Files (see Clause 9.4.1.2). The description, scripts and GUI instructions
must be sufficient such that a reader knowledgeable of computer systems and the TPC-E specification could recreate the software
environment. This includes, but is not limited to:

A description of any updates or patches to the software.
A description of any changes to the software.
A description of any GUI configurations used to configure the software.

Driver

The driver is not included in the priced configuration or SUT. In this benchmark, the driver machine runs Microsoft Windows
Server 2003 R2 Standard Edition. Proprietary driver was installed on the machine.

Tier-A
OS Installation
Step.1: Create an “OEM disk”

1. Prepare a CDROM medium attached to a NEC Express5800/120Ri-2 which contains a setup utility called “NEC
EXPRESSBUILDER”.

2. Putthe EXPRESSBUILDER CD medium into the DVD ROM drive of the NEC Express5800/120Ri-2.

3. Connect a USB Floppy Disk Drive to the NEC Express5800/120Ri-2 and power-on it, then EXPRESSBUILDER
tool boots from CDROM.

4.  Select “Tools” from EXPRESSBUILDER Main Menu.
5. Insert a blank medium into the Floppy Disk Drive.
6. Select "Create Support Disk".

TPC Benchmark™ E Full Disclosure Report 20 Feb 2008
Copyright © 2008 NEC Corporation



7. Select "Windows Server 2003 OEM-DISK for EXPRESSBUILDER"

8.  Wait for the creation completed

9. Remove the EXPRESSBUILDER CDROM from the DVD ROM drive, and power off the NEC

Express5800/120Ri-2.
Step.2: Install “Windows Server 2003 R2 SP2”

1. Putan OS install medium into the DVD ROM drive of the NEC Express5800/120Ri-2.

2. Power on the NEC Express5800/120Ri-2 with a USB Floppy Disk Drive attached, then "Windows Setup" boots

from the OS install medium.

3. When you see "Press F6, If you need..." on the bottom of the windows setup screen, press "F6" key and confirm

that there is the OEM-DISK in the Floppy Disk Drive.

4. When Windows Setup program requires, press "S" key and select "LSI Logic Fusion MPT SAS Driver (Server

2003 32bit)" from driver list.
5. continue normal Windows installation.

Step.3: Install driver

1.  After Windows installation completes, put EXPRESSBUILDER CD medium into the DVD ROM drive of the NEC

Express5800/120Ri-2.
2. Adialog below is displayed.

&%) NEC EXPRESSBUILDER x|

) online Document

NEC EXPRESSBUILDER

NEC Express5800 Series

Master Control Menu © setup
\ O Quit

Copyright NEC Corporation N Ec

3. Select "setup" -> "setup" -. "Update the System"

NEC EXPRESSBUILDER .
MNEC Express5800 Series

m"_mm: ® Setun
rien Domert |
EETEE

\\__ Lo 1T '!./ =

Bme] |38 | B torage [Erec cxmessmmoen
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4.  When "Update the system" is finished, remove EXPRESSBUILDER CD medium from the DVD ROM drive and
reboot the NEC Express5800/120Ri-2.

5. After Windows Server 2003 R2 starts, put EXPRESSBUILDER CD medium into the DVD ROM drive.

6. Launch "Device Manager" to update the driver of "Ethernet Controller"”

b

e aton
+ 8y =88

el |

e
F

w i Comeuter

5 Dk e

) tesplay adagters.

5 L DVDICD-ROM e

01 13 Popan dih e

5 Gy vaman Intaetacs s
0 3 IDE ATA/ATARL contoolers

1 6 Urvversal Seral B cortooers.

A e R T e— T e

7.  Specify the DVD ROM drive letter
Hordware Update Wizard

Please choose your search and installation options. .

% Seanch far the best driver in theze locationg,

Use the check boxes belaw to limit or expand the default search, which includes lacal
paths and removable media. The best driver found will be installed.

W Search removable media [floppy, CO-ROM...]
v dnclude this Tarall i

Browse |

 Dor't zearch. | will chooze e diver o inetall

Choose this option to select the device driver from a list. 'Windows does not guarantee that
the driver you choose will be the best match for your hardware.

< Back I Mest» I Cancel

OS Configuration
Assign IP addresses to Ethernet cards
Step.1: Connection to the Database server
“Local Area Connection” is used for this connection. Assign IP address “10.1.1.x”.

“x” represents the Client number.

Step.2: Connection to the Driver system (via 24-port GbE switch)
“Local Area Connection 4” is used for this connection. Assign IP address “10.10.1.x”.

“X” represents the Client number.
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Benchmark module Installation
After the OS installed, install the VCREDIST_X86.EXE, SUT_CE_Server.exe and SUT_MEE_Server.exe.

Tier-B

Tier-B hardware consists of one NEC Express5800/1320Xf as the database server and one NEC Express5800/120Ri-2 as the
System Console of NEC Express5800/1320Xf.

Tier-B : The System Console
OS Installation

The OS installation procedure on the System Console, NEC Express5800/120Ri-2, is the same as described in Tier-A portion of
this clause.

OS Configuration
Assign IP addresses to Ethernet connections
Step.1: Connection to the Management LAN port of the Database Server
“Local Area Connection” is used for this. Assign IP address “192.168.0.201".

Step.2: Connection to S2500 controllers
“Local Area Connection 4” is used for this. Assign IP address “192.168.10.249”.

[Snetwork conncctions ol x|
B0 B3 Yow Foodes Iwh Adveged e &
¢ A R AP R e
(e oy —— > 23
Hawns: [ mipe [sann [ [ | mer
LAN exr High-Squeed Trdmrret
LLocal dena Connection 3 LAN or Migh-Spesd Inbarmst  Nstwiork coble urghungedd Ttk PRLOS1000 PT Dusl Pert Seevee Addagkes System
L er g Speed idered - Cormetrad B Mol € 146 Aceler. Syshem
odalocal Area Connection 2 LAN or High-Speed Interret  Netveork cable unphugged R PR EB hetwecr. C Feoeler ation 1 System
AeLocsl Area Connedtion 4 LAN or Mgh-Speed Intermet  Connected Ineel(R) PROJIOC0 PT Dusl Port Server Adapter £2 System
wizard
[Eltew Cornection Wizard  Wizard
| L]

Tier-B : The Database Server

Power up the database server, Express5800/1320Xf

The System Console is connected from its GbE port to the network port of the Service Processor Module in the database server,
NEC Express5800/1320Xf with a “crossing” GbE cable in P2P connection. The Service Processor Module controls the
fundamental operation of the server and the operation is done with physically separated system from any operations done on OS
with Intel® Itanium® Dual-Core Processors.

TPC Benchmark™ E Full Disclosure Report 23 Feb 2008
Copyright © 2008 NEC Corporation



Step.1: Turn on all the three circuit breakers for power source located in back bottom of two cabinets of the database server, NEC
Express5800/1320Xf. Following steps are executed on the System Console.

Step.2: Start up “Command Prompt.”

Step.3: Connect to the Service Processor Module with a proper IP address and "port number = 5001".

INNT', system32\cmd.exe - telnet 192.168.0.200 5001

Integrated Service Processor.
Location:8, State:master

iSP log pfu
iSP password: e

(The IP address , login ID and password of the Service Processor Module are to be configured by NEC.)

Step.4: Input “s”
Step.5: Press [ESC] key to enter “iSP commands” prompt.
_iolx|

Welcome to Integrated Service Pro
i8P FW version : B3.37 generated on 12/1%9/2007 15:34:15%

iSP MAIN MENU
8> 05(BIOS of partitionli® (POWER OFF
of partitionfii (NOT
of partitionii2

i
partitiontt
partitiont? CONFIGURED
~ Panel

[PIIVIVIVIVIVIV

i8P commands
Exit

DISCONNECTALL> disconnect all console connections

iSPAm> s
e P Command Mode Rl
s enter EEC to do the command input effectively wsss
exxx enter CTRL+B to quit R

Step.6: Input “up”
Step.7: Input “0”
Step.8: Input “y”
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INNT', system32'cmd.exe - telnet 192.168.0.200 5001
0S¢BIOS> s 1 console i GONFIGURED

partiti
partitionls
partitioniib
partition#? GONFIGURED
Uirtual System Operator Pane
iSP commands
Exit

DISCONMECTALL> disconnect all console connections

iSPOm> s
xwxx §P Command Mode
xcxxx enter ESC to do the command input effectively

o
xxxxx enter CTRL+B to quit o

i8POm:———> up
This command will bring up the specified partition.

[Enter partition numher (B-7-/all-CR=exit)> : 8
Execute 0K? (ysInl) :

Step.9: Then the database server is booting up OS automatically.

OS Installation
The database server has already had its OS, Microsoft® Windows Server® 2008 for Itanium-Based Systems installed.

OS Configuration

To configure the OS of the Database Server, follow the procedures below.

Disable “Windows Firewall”

To connect the Database Server to the Clients, disable "Windows Firewall" using "server manager".

1. Launch "Administrator Tools" -> "Server Manager

Windowrs Server (i) 2068 for
[

(B | hmE N Wi =R

2. Click "Go to Windows Firewall"
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ol x]

Server Manager LGELU M Server Manager (ASAMA)

* Roles
Features
Getan overview of the status of this server, perform top management tasks, and add or
Diagnostics
remove server roles and features.
St Configuration
2 storage

(~) Server Summary Server Summary Help
(> Computer Information 1% Change System Properties
Sacuricy inforimation
(%) Roles Summary Roles Summary Help.
(¥ Features Summary Features Summary Help
(v) Resources and Support Resources and Support Help

£% LastRefresh: 2/17/2008 2:40:53PM  Configure refresh

3. Click "Windows Firewall properties"

Fle Acton View Help

e fn|ElE
EE A Ol windows Firewall with Advanced Security Actions
= RN
> roles — e T L
Features
? Diagnostics ﬂ Windows Firewail with Advanced Securty provide | o) 1mport Policy...
=

Configuration :
5| Export Policy...
Task Scheduler LI

Windows Frewsl ni ‘ =] )@ Restore Defauits
< 2

16} Services W v
&5 WM Control Getting SEaFTed—
& Local Users and Gro s T |G Refresh
£ Storage Authent jons :
Speciy how and when connections between compu Erspefiee
securty (Psec). Ater spectying howto protect con | [ Help

for connections you wish to allaw

B3 Connection Security Rules

View and create firewall rules
Create rules to allow or block connections to specific
on criteria such as whether the connection is autherr
tf a connection does not match a specified rule, the
B3 Inbound Rules
B3 Outbound Rules
|

e el

Diagniostics and troubleshooting
‘4 e

4. Change the “Firewall state” from On to Off.
x

Domain Profile | Prvate Profile Public Profle | IPseo Settings |
Specty bshaviorfor when a computers conniscted to a public nstwork

location.
[ State

‘ Erewall siate: i —
Inbaund connections: Block {defact) =
Outbound connections:  [Mow Gefat)

[ Settings
Specify settings that control Windows i
Frewal behavior S
[~ Logging
Specify logging settings for i I
= i Customize...
Leam more about these

0K | Cancel Spoly

Configure “services”

1. Run "services.msc" from "Run..." of "Start" menu.
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2. Configure each OS service as shown below.
T

Ble  jcton  ew  Eep
Lt JlEo

e —

R Datbaned Trarsacton Com dratar
acrvery Haper

i Macrokt N Frimgweirk NGIN 1.0 S0 727_M
L Mronet Pbre Churre Pt Rt ater Sar e
Moot SCS2 Insater Service

Moot Software Shadom Sy Provider
Ptk o Stk

) e Formance Courner DL st
D herfermarce Logs 8 St

) ot D Ervmerater Sece
-

i et Rt el Sckiters Correl Parel cmert
il rotecred Srnace

Elnemote Accem dus Corvenetin Marager

) Bt 2csess Correcton e

Ll Remote Procedure Call BPC)

CRemote Procedre Cal BPC) Locater

) Remate Regery

) Remitant Set of Pokey rocter

) Roung s Ramote Access

G secondary Logan

5y Secure Socket Tumeling Frosocal Service

G secunty Acourts Manager

Gysever

Gy Shel Fardware Detecton

TGS 08 Hetcaton Servce

5 mart Card

. e

P

fited
Srares

o

Marusl
P ..
oS —— P —— Locl Sy
SR Acter Drectory Heker Servoe Dbl Hetwork 5...
S, Server (MISCLSERVER) Marval SAdmnt,
S Server Agent PMESCLSERVER) Marual SAdmnt,
G Server Analyss Servoes MISQUSERVER) Marusd b,
G Server Browser Dabied LocHl Serve
{450 Server Iegraten Servees 1.8 Adoma  dewmr.
)56 Server Reperieg Servioss (MESGLIERVER) Marul e
50 serves VIS ey L twed Amsean Lo Symes
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3. Reboot OS to reflect new configuration.

Configure “Lock pages in memory”

1. Run configuration tool "gpedit.msc"” from "Run..." of "Start" menu.
CIEN— |

Type the name of a program, folder, document, or Internet
resaurce, and Windows will open it for you.

Open: | [ =l

(€ This task will be created with administrative privileges.

QK I Cancel

|

2. Select "Local Computer Policy" -> "Computer configuration™ -> "Windows Settings"-> "Security Settings" ->

"Local Policies" -> "User Right Assignment” in the left window.

|5/ Local Computer Policy
[=) % Computer Configuration
| Software Settngs
B[] Windows Settings
| Saripts (Startup/Shutdown)
& [ Security Settings
] Account Polices
£ _d Local Policies
d Audit Palicy
User Rights Assignment
A Security Options
Wwindows Firewsll with Advan:
] Network List Manager Polides
| Public Key Polices
"1 Saftware Restriction Policies
18, 1P Security Polices on Local C
i Palicy-based Qos
| Administrative Templates
B 4, User Configuration
| Software Settings
| Windows Settings
| Administrative Templates

=10l
Policy ~ [Searitysetting | A
[Ioeny log on locally
[]oeny log on through Terminal Ser...
L.JEnable computer and user accoun...
L.]Force shutdown from a remote sy... Administrators
L] cenerate security audits LOCAL SERVICE,NE. ..
[l impersonate & ciient after authen... LOCAL SERVICENE. ..
[.]increase a process working set Users
[l increase scheduiing priority Administrators
[.]toad and unload device drivers Administrators

L.]Log on ac a batch job

L.tog on s a service

L ]manage auditing and seurity log
LModify an object label

L]Modify firmware enviranment values
L]perform volume maintenance tasks
L]profie single process

L]profie system performance
[L]remove computer from docking st...
Llreplace a process level token
[]restore fies and directories
[]shut down the system

L[] synchronize directory service data
L] reke ownership of fes or other o...

*5-1-5-21-2029250..,
Administrators

Administrators
Administrators
Administrators
Administrators
Administrators
LOCAL SERVICE NE. ..
Administrators,Back...
Administrators,Back...

Administrators

Ll

3. Double-click "Lock pages in memory" in the right window to open dialog, then add administrator into this policy.

4. Logoff to reflect new configuration.

Configure “Registry”
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To enable "code in large page" configuration controlled by the OS, and add registry key. OS will load sqglbinary in large pages.

1. Start “regedit.exe” from “Run...” of “Start” Menu
CIEE—— |
T e mawimmnopm oy
Open: =
(€ This task will be created with administrative privileges.
oK I Cancel Browse... |
2. Select “HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows NT\CurrentVersion\Image File Execution
Options”
3. Add a key “sqglserver.exe” and select this key.
4. Right click it, then open menu.
5. And Select “New “-> “DWORD(32-bit) Value”
6. Configure as follows
Name UselargePages
Value 1
&' Registry Editor =101 x|
File Edit View Favorites Help
b Bl )y Fontlink ] [ Name Type [ pata I
- |, FontMapper ab? fault) © REG_SZ (value not set)
Fonts |Usel argePages REG_DWORD 0x00000001 (1)
: FontSubstitutes
[~ || GRE Initislize
B s ICM
=] Image File Execution Options
IEInstal.exe
- || sqlservr.exe
; i A
IComputer \HKEY_LOCTAL_MACHINE\SOFTWARE Microsoft\windows NT\CurrentVersion\Image File Execution Options\sglservr.exe 4

7.

RAID Conf

Step by Step instruction is shown in StorageSetup.doc (included in the support files).

Reboot OS to reflect new configuration.

iguration for the storage subsystem

Configure Partitions for Database Server

Step.1: Create Partitions

Use “Disk Management” to create partitions as shown below
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Step.2: Create Junction Points

Create junction points using mkmp.cmd (the file is included in the supporting files).

Step.3: Assign Mount Points

Assign mount points using diskpart command. Execute “diskpart /s mount.txt” from the command line. (the script file
“mount.txt” is included in the supporting files).

SQL Server Installation

Install Microsoft® SQL Server® 2008 Enterprise Edition for Itanium-based Systems. Here are the notes for the installation.

Step.1: “Feature Selection”

Select all Features.
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Install SQL Server 2008

Feature Selection

Select the features to install

Description:

figuration Check
Featu n

abase Engine Services
[¥] SQL Server Repication
[] Full text search
Analysis Services
Reporting Services
ared

Instance Configuration

Sh

QL Server Books online
egration Services

Shared component directory: [C\Program Files\Microsoft SOL Server',

< Back Mext > Cancel | Help: |

Step.2: “Server Configuration”
select “Collation” tab

click “Customize” of “Database Engine”

Server Configuration

Specify the configuration

Hexstioy Che Senvice Accounts Coliation

e " Database Engine:
Instance Configuration
[SGL_Latin1_General CF1_CILAS

Latin1-General, case-insensitive, accent-sensitive, kanatype-insensitive, width-
insensitive for Unicode Data, SQL Server Sort Order 52 on Code Page 1252 for non-
Unicode Data

Analysis Services:
[Latin1_General_CI_AS Customize..

Latinl-General, case-insensifive, accent-sensifive, kanatype-insensitive, widih-
insensifive
Warning: The Database engine and Analysis Services collations are different

< Back Mext > Cancel Help:

select “Windows collation designator and soft order”
select “Latin1_General" as "collation designator”

select “Binary”
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Select the collation that you would like to use:

¥ Windows collation designator and sort order
Collztion designator; [Lstin1_Genersl =l
[ Binary 155 Binary-code point

I=Gose-sensitive. 7| Kane-sensitive

I™ Accentsensitive: [T Width-sensitive
€ SQL collation, used for backwards compatibiity :
Elsiomize. |
SGL_Funganan_CP1250 CIAS | = S et
SQL Hungarian_CP1 hnatype-insensitive, width-
SOL el Py ~1 b2 on Gode Page 1252 for non-
Collation description: -
Customize.
et 1 General, casensensive, T vodh =for Uricods T
G, 501 Gerver Sout Ol 52 o Corle Page 1252%r nontiicade Deta rnatype-insensitive, widih-
<ollations are different
ot
< Back Next > Cancel Help

Step.3: “Database Engine Configuration”

select “Account Provisioning” tab

select “Mixed Mode”

input password for SQL Server system administrator account
click "Add Current User"

D: Engine C

g

Specify the security mode, administrators, and data folder the Database Engine

{Aceaiint Provisioning || Data Directories |

Specify the security mode and admiristrators for the Database Engine

Security Mode
 Windows authentication mode

 Mined Mode (SQL Server authentication and Windows authenticatior)
Builtin SQL Server

Enter password:

Installation Progress

Complete

< Back Dext> Cancel Help

SQL Server Configuration
Step.1: Startup Parameter

Start Microsoft® SQL Server® 2008 from the command line using startSQL.cmd (the file is included in the supporting files).

Step.2: sp_configure

name minimum maximum config_value run_value

Ad Hoc Distributed Queries 0 1 0 0

affinity 1/0 mask -2147483648 2147483647 0 0

affinity mask -2147483648 2147483647 -1 -1
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affinity64 1/0 mask -2147483648 2147483647 0 0
affinity64 mask -2147483648 2147483647 -1 -1
Agent XPs 0 1 0 0
allow updates 0 1 1 1
awe enabled 0 1 0 0
backup compression default 0 1 0 0
blocked process threshold (s) 0 86400 0 0

c2 audit mode 0 1 0 0

clr enabled 0 1 0 0
common criteria compliance enabled 0 1 0 0
cost threshold for parallelism 0 32767 5 5
cross db ownership chaining 0 1 0 0
cursor threshold -1 2147483647 -1 -1
Database Mail XPs 0 1 0 0
default full-text language 0 2147483647 1033 1033
default language 0 9999 0 0
default trace enabled 0 1 1 1
disallow results from triggers 0 1 0 0
EKM provider enabled 0 1 0 0
filestream access level 0 2 0 0

fill factor (%) 0 100 0 0

ft crawl bandwidth (max) 0 32767 100 100
ft crawl bandwidth (min) 0 32767 0 0

ft notify bandwidth (max) 0 32767 100 100
ft notify bandwidth (min) 0 32767 0 0
in-doubt xact resolution 0 2 0 0
index create memory (KB) 704 2147483647 0 0
lightweight pooling 0 1 1 1
locks 5000 2147483647 0 0
max degree of parallelism 0 64 1 1
max full-text crawl range 0 256 4 4
max server memory (MB) 16 2147483647 491520 491520
max text repl size (B) -1 2147483647 65536 65536
max worker threads 128 32767 1400 1400
media retention 0 365 0 0
min memory per query (KB) 512 2147483647 1024 1024
min server memory (MB) 0 2147483647 0 16
nested triggers 0 1 1 1
network packet size (B) 512 32767 4096 4096
Ole Automation Procedures 0 1 0 0
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open objects 0 2147483647 0 0
PH timeout (s) 1 3600 60 60
precompute rank 0 1 0 0
priority boost 0 1 1 1
query governor cost limit 0 2147483647 0 0
query wait () -1 2147483647 -1 -1
recovery interval (min) 0 32767 32767 32767
remote access 0 1 1 1
remote admin connections 0 1 0 0
remote login timeout (S) 0 2147483647 20 20
remote proc trans 0 1 0 0
remote query timeout (s) 0 2147483647 600 600
Replication XPs 0 1 0 0
scan for startup procs 0 1 0 0
server trigger recursion 0 1 1 1
set working set size 0 1 0 0
show advanced options 0 1 1 1
SMO and DMO XPs 0 1 1 1
SQL Mail XPs 0 1 0 0
transform noise words 0 1 0 0
two digit year cutoff 1753 9999 2049 2049
user connections 0 32767 0 0
user options 0 32767 0 0
Web Assistant Procedures 0 1 0 0
xp_cmdshell 0 1 0 0

Step.3: Configure tempdb

ALTER DATABASE tempdb MODIFY FILE

(NAME=tempdev, FILENAME="Z:\Device\TPCE_TempDB\tempdb.mdf', SIZE=10240MB, FILEGROWTH=10%,

MAXSIZE=102400MB)
GO

ALTER DATABASE tempdb MODIFY FILE

(NAME=templog, FILENAME="Z:\Device\TPCE_TempLog\templog.ldf', SIZE=10240MB, FILEGROWTH=10%,

MAXSIZE=102400MB)
GO

Step.4: Enable tcp/ip

Enable TCP/IP Protocol using “SQL Server Configuration Manager”
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| Server Configuration Manager -1of x|

Fle Acton View Help

@5 x|E=H
@ SQL Server Configuration Manager (Local) Protocol Name | Status |
H sqL server Services %~ Shared Memory Enabled
. SQL Server Network Configuration (32bit) B o d

SQL Native Client Configuration (32bit)

B quratis
Bl Protocols for MSSQLSERVER
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Clause 2 : Database Design, Scaling & Population Related Items

Database Creation

A description of the steps taken to create the database for the Reported Throughput must be reported in the Report. Any and all
scripts or step by step GUI instructions are reported in the Supporting Files (see Clause 9.4.2). The description, scripts and GUI
instructions must be sufficient such that a reader knowledgeable of database software environments and the TPC-E specification
could recreate the database.

Create a folder 570000.cust\database. In the folder create a create_database.sql script to create a TPC-E database with four
filegroups. One filegroup called broker_fg for the Broker-related TPC-E tables and one filegroup called market_fg for the
Market-related TPC-E tables and one filegroup called customer_fg for the Customer-related TPC-E tables and the other filegroup
called misc_fg for all the other TPC-E tables. broker_fg uses all the Z:\Device\Broker_* disk partitions. market_fg uses all the
Z:\Device\Market_* disk partitions. customer_fg uses all the Z:\Device\Customer_* disk partitions. misc_fg uses
Z:\Device\Data_01\TPCE_Muisc.ndf. The database log uses all the Z:\Device\TPCE_Log_* partitions.

Run the Microsoft provided file TPCE_Setup.cmd to start the database load (the file is included in the supporting files). Fill in
570000 for the number of customers to be loaded when prompted.

TPCE_Setup.cmd calls files that are included in the supporting files to create and load the TPC-E database.

Table Organization
The physical organization of tables and indices, within the database, must be reported in the Report.

Physical space was allocated to Microsoft SQL Server 2008 on the server disks as detailed in Table 2-2.

Disclosure of Partitioning

While few restrictions are placed upon horizontal or vertical partitioning of tables and rows in the TPC-E benchmark (see Clause
2.3.3), any such partitioning must be reported in the Report.

Partitioning was not used on any table in this benchmark.

Replication of Tables
Replication of tables, if used, must be reported in the Report (see Clause 2.3.4).

No tables were replicated in this benchmark test.

Additional and/or Duplicated Attributes in any Table

Additional and/or duplicated columns in any table must be reported in the Report along with a statement on the impact on
performance (see Clause 2.3.5).

No duplications or additional attributes were used in this benchmark.

Initial Cardinality of Tables

The cardinality (e.g. the number of rows) of each table, as it existed after database load (see Clause 2.6), must be reported in the
Report.

The TPC-E database was originally built with 570,000 customers.

Table 2.1 Number of Rows for Server

Table Name Rows Loaded

Scaling Tables
ACCOUNT PERMISSION | 4,046,551
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ADDRESS 855,004
BROKER 5,700
COMPANY 285,000
COMPANY COMPETITOR 855,000
CUSTOMER 570,000
CUSTOMER ACCOUNT 2,850,000
CUSTOMER TAXRATE 1,140,000
DAILY MARKET 509,537,250
FINANCIAL 5,700,000
LAST TRADE 390,450
NEWS ITEM 570,000
NEWS XREF 570,000
SECURITY 390,450
WATCH ITEM 57,069,639
WATCH LIST 570,000
Growing Tables
CASH TRANSACTION 9,061,605,048
HOLDING 504,292,244
HOLDING HISTORY 13,200,169,644
HOLDING SUMMARY 28,352,062
SETTLEMENT 9,849,600,000
TRADE 9,849,600,000
TRADE HISTORY 23,639,047,628
TRADE REQUEST 0
Fixed Tables
CHARGE 15
COMMISSION RATE 240
EXCHANGE 4
INDUSTRY 102
SECTOR 12
STATUS TYPE 5
TAX RATE 320
TRADE TYPE 5
ZIP CODE 14,741

Distribution of Tables and Logs

The distribution of tables, partitions and logs across all media must be explicitly depicted for the measured and Priced

Configurations.

Table 2.2 and 2.3 depict the distribution of the database over the disks of the tested and priced system.
Figure 1.1, 1.2 shows the disk configuration for measured and priced system.

TPC Benchmark™ E Full Disclosure Report
Copyright © 2008 NEC Corporation

39

Feb 2008



Table 2.2 : Data Distribution for the Tested Configuration

Drives Partition
HBA# | Slot# |Disk# |Enclosure model Filesystem Size Use
RAID level
2x73GB, 10K, SCSI
o o0-1 Olinternal C: (NTFS) 67.85GB [0S
RAID10
15x73GB, 15K, FC
S2500 Base model Z: (NTFS) 10GB (o8
1| o5 1|RAID50 Z:\Device\TPCE_Log_01\ (RAW) 300GB |Logl
EX73GB. 15K FC Z:\Dev?ce\TPCE_Log_OZ\ (RAW) 300GB Log2
S2500 Disk Expansion Box Z:\Device\TPCE_Log_03\ (RAW) 300GB [Log3
RAID50
Z:\Device\Broker_01\ (RAW) 90GB Broker_01
14x73GB, 15K, FC Z:\Device\Market_01\ (RAW) 5GB Market_01
21S2500 Base model Z:\Device\Customer_01\ (RAW) 25GB Customer_01
RAID10 Z:\Device\Backup_01\ (NTFS) 346GB
-> alias Z:\Device\Data_01\ (NTFS) (346GB) |TPCE_Misc.ndf
Z:\Device\Broker_02\ (RAW) 90GB Broker_02
3 ;‘;EE%GDE?'S&% Zﬁsion Box |Z\Device\Market 02\ (RAW) 5GB Market_02
’a RAID10 Z:\Device\Customer_02\ (RAW) 25GB Customer_02
SpaiEeRan R oA
4 gg)?())GDE:sli 5E|§<‘p|;$1:sion Box Z:\Dev?ce\Market_O:S\ (RAW) 5GB Market_03
RAID10 Z:\Device\Customer_03\ (RAW) 25GB Customer_03
S peiaRR I A $ e
5 g)ég%c;;skl ?Ef(bzgsion Box Z:\Dev?ce\Market_O4\ (RAW) 5GB Market_04
RAID10 Z:\Device\Customer_04\ (RAW) 25GB Customer_04
1-1 Z:\Device\Backup 04\ (NTFS) 346GB
Z:\Device\Broker_05\ (RAW) 90GB Broker_05
14x73GB, 15K, FC Z:\Device\Market_05\ (RAW) 5GB Market_05
6[S2500 Base model Z:\Device\Customer_05\ (RAW) 25GB Customer_05
RAID10 Z:\Device\Backup_05\ (NTFS) 346GB
-> alias Z:\Device\TPCE_TempDB\ (NTFS) (346GB) |tempdb.mdf
Z:\Device\Broker_06\ (RAW) 90GB Broker_06
7 ;;);)?)GDBlsli ?E}i’;)zgsion Box Z:\Dev?ce\Market_O6\ (RAW) 5GB Market_06
2b RAID10 Z:\Device\Customer_06\ (RAW) 25GB Customer_06
FBaiEaRian IR o
8 g)ég%GDE;kl ?Ef(bzgsion Box Z:\Dev?ce\Market_O?\ (RAW) 5GB Market_07
RAID10 Z:\Device\Customer_07\ (RAW) 25GB Customer_07
SBaiEaRian o
9 g)ég%GDE;kl ?Ef(bzgsion Box Z:\Dev?ce\Market_OS\ (RAW) 5GB Market_08
RAID10 Z:\Device\Customer_08\ (RAW) 25GB Customer_08
Z:\Device\Backup 08\ (NTFS) 346GB
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Table 2.2 : Data Distribution for the Tested Configuration (Cont)

Z:\Device\Broker_09\ (RAW) 90GB Broker_09
14x73GB, 15K, FC Z:\Device\Market_09\ (RAW) 5GB Market_09
10|S2500 Base model Z:\Device\Customer_09\ (RAW) 25GB Customer_09

RAID10 Z:\Device\Backup_09\ (NTFS) 346GB
Z—>\I§1Iia_s Z\I'B\Dtle(vicei‘(l'){D(CE&V'{'ﬁmoLoo\ (NTES) (9?6466‘%38\ téemk 4
\Device\Broker_ roker_
1 é‘;ég%eg'siii' gﬁsion Box | 2\DeviceMarket 10\ (RAW) 5GB Market_10
RAID10 P Z:\Device\Customer_10\ (RAW) 25GB Customer_10
3a Z:\Device\Backup 10\ (NTFS) 346GB
14x73GB, 15K, FC Z:\Dev!ce\Broker_ll\ (RAW) 90GB Broker_11
12152500 Disk Expansion Box Z:\Device\Market_11\ (RAW) 5GB Market_11
RAID10 P Z:\Device\Customer_11\ (RAW) 25GB Customer_11
S BeiaRR I A $S 5o
\Device\Broker_ roker_
13 ;‘;g)%(;;skl 5E|§< Zﬁsion Box Z:\Device\Market_12\ (RAW) 5GB Market_12
RAID10 P Z:\Device\Customer_12\ (RAW) 25GB Customer_12
S peiaRR IR A ¥ oo
\Device\Broker_ roker_
14 gé%%eisfgbgg Z:\Device\Market_13\ (RAW) 5GB Market_13
RAID10 Z:\Device\Customer_13\ (RAW) 25GB Customer_13
S BeiaRR I A e
\Device\Broker_ roker_
15 g;é%%(;;skl 5E|§< Zﬁsion Box Z:\Device\Market_14\ (RAW) 5GB Market_14
RAID10 P Z:\Device\Customer_14\ (RAW) 25GB Customer_14
o SpeiaRR A A B s
\Device\Broker_ roker_
16 é‘;é%%eg'sklii' Zﬁsion Box |%\Device\Market 15\ (RAW) 5GB Market_15
RAID10 P Z:\Device\Customer_15\ (RAW) 25GB Customer_15
S peiaRR R A B forerrs
\Device\Broker_ roker_
17 g)é?(’)%(ﬁskl SEE Zﬁsion Box Z:\Device\Market_16\ (RAW) 5GB Market_16
RAID10 P Z:\Device\Customer_16\ (RAW) 25GB Customer_16
S peiaRR R A 3o
\Device\Broker_ roker_
18 gﬁ)%GBisfri’oz; Z:\Device\Market_17\ (RAW) 5GB Market_17
RAID10 Z:\Device\Customer_17\ (RAW) 25GB Customer_17
S BeiaRR A A B e
\Device\Broker_ roker_
19 g)é%%%[:‘:’skl ?E})(( ngion Box Z:\Device\Market_18\ (RAW) 5GB Market_18
RAID10 P Z:\Device\Customer_18\ (RAW) 25GB Customer_18
s SpeiaRsR A e
\Device\Broker_ roker_
20 g)é%%%[:‘:’skl ?E})(( ngion Box Z:\Device\Market_19\ (RAW) 5GB Market_19
RAID10 P Z:\Device\Customer_19\ (RAW) 25GB Customer_19
SpeiaRaR R A e
\Device\Broker_ roker_
21 g)é%%%[:‘:’skl ?E})(( ngion Box Z:\Device\Market_20\ (RAW) 5GB Market_20
RAID10 P Z:\Device\Customer_20\ (RAW) 25GB Customer_20
£BoiEasan 28 e B
\Device\Broker_ roker_|
22 g)é%%GBisleSn}:’oZ; Z:\Device\Market_21\ (RAW) 5GB Market_21
RAID10 Z:\Device\Customer_21\ (RAW) 25GB Customer_21
£ BoiEaRsan 2 e B
\Device\Broker_ roker_|
23 ;‘;E%%Ggsli ?Ef( ngion Box Z:\Device\Market_22\ (RAW) 5GB Market_22
RAID10 P Z:\Device\Customer_22\ (RAW) 25GB Customer_22
G £ BeiEaRsan 22 i B s
\Device\Broker_ roker_|
o4 ;‘;E%%Ggsli ?Ef( ngion Box Z:\Device\Market_23\ (RAW) 5GB Market_23
RAID10 P Z:\Device\Customer_23\ (RAW) 25GB Customer_23
£ BeiEaan 28 e B oz
\Device\Broker_ roker_|
o5 g)é%%GD?skl ?Ef( ngion Box Z:\Device\Market_24\ (RAW) 5GB Market_24
RAID10 P Z:\Device\Customer_24\ (RAW) 25GB Customer_24
Z:\Device\Backup 24\ (NTFS) 113GB
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Table 2.2 : Data Distribution for the Tested Configuration (Cont)

Z:\Device\Broker_25\ (RAW) 90GB Broker_25
26 é;é?(’)%GBE;stsrﬁloZg Z:\Device\Market_25\ (RAW) 5GB Market_25
RAID10 Z:\Device\Customer_25\ (RAW) 25GB Customer_25
S Bevas R AR o
\Device\Broker_ roker_
27 ;ié?(’)%elisli SET( zﬁsion Box Z:\Device\Market_26\ (RAW) 5GB Market_26
RAID10 P Z:\Device\Customer_26\ (RAW) 25GB Customer_26
°a S BT eaBeser 2R (R 5558 Broker 27
\Device\Broker_ roker_
08 ;ié?(’)%elisli SET( zﬁsion Box Z:\Device\Market_27\ (RAW) 5GB Market_27
RAID10 P Z:\Device\Customer_27\ (RAW) 25GB Customer_27
BEEs R AR o
\Device\Broker_ roker_
29 ;ié?(’)%elisli SET( zﬁsion Box Z:\Device\Market_28\ (RAW) 5GB Market_28
RAID10 P Z:\Device\Customer_28\ (RAW) 25GB Customer_28
SBEEs R AR e
\Device\Broker_ roker_
20 é‘;é%%%i;ﬁﬁbgg Z:\Device\Market_29\ (RAW) 5GB Market_29
RAID10 Z:\Device\Customer_29\ (RAW) 25GB Customer_29
e ez
\Device\Broker_ roker_
a1 é‘;é%%eg'siii' ';ﬁsion moy  |Z\DeviceMarket_30\ (RAW) 5GB  |Market 30
RAID10 P Z:\Device\Customer_30\ (RAW) 25GB Customer_30
5b Z:\Device\Backup 30\ (NTFS) 113GB
14x36GB, 15K, FC Z:\Dev!ce\Broker_?)l\ (RAW) 90GB Broker_31
32|52500 Disk Expansion Box Z:\Device\Market_31\ (RAW) 5GB Market_31
RAID10 Z:\Device\Customer_31\ (RAW) 25GB Customer_31
Z:\Device\Backup 31\ (NTFS) 113GB
14x36GB, 15K, FC Z:\Dev!ce\Broker_32\ (RAW) 90GB Broker_32
33|52500 Disk Expansion Box Z:\Device\Market_32\ (RAW) 5GB Market_32
RAID10 Z:\Device\Customer_32\ (RAW) 25GB Customer_32
S BaEs R R ez
\Device\Broker_ roker_
a é‘;é%%%ij&gg Z:\Device\Market_33\ (RAW) 5GB  |Market 33
RAID10 Z:\Device\Customer_33\ (RAW) 25GB Customer_33
e R e
\Device\Broker_ roker_
a5 é‘;é%%eg'sig' zﬁsion Box | 2\DeviceMarket 34\ (RAW) 5GB Market_34
RAID10 P Z:\Device\Customer_34\ (RAW) 25GB Customer_34
o SpasEaiian B ez
:\Device\Broker_. roker_.
s éﬁé%%e.i.fii‘ ';ﬁsion foc | Z\Device\Market_35 (RAW) 5GB  |Market 35
RAID10 P Z:\Device\Customer_35\ (RAW) 25GB Customer_35
SBaiEeRsian SR B ez
\Device\Broker_. roker_.
. éﬁé%%e.i.fii‘ ';ﬁsion foc | Z\Device\Market 36 (RAW) 5GB  |Market 36
RAID10 P Z:\Device\Customer_36\ (RAW) 25GB Customer_36
S peiaRR R A R sorer
:\Device\Broker_. roker_.
a8 gé%%GBingbEg Z:\Device\Market_37\ (RAW) 5GB Market_37
RAID10 Z:\Device\Customer_37\ (RAW) 25GB Customer_37
SBaiEaRian B ez
:\Device\Broker_. roker_.
o éﬁé%%e.i.fii‘ ';ﬁsion foc | Z\Device\Market_38\ (RAW) 5GB  |Market 38
RAID10 P Z:\Device\Customer_38\ (RAW) 25GB Customer_38
6b Z:\Device\Backup 38\ (NTFS) 113GB
14x36GB, 15K, FC Z:\Dev!ce\Broker_39\ (RAW) 90GB Broker_39
40[S2500 Disk Expansion Box Z:\Device\Market_39\ (RAW) 5GB Market_39
RAID10 Z:\Device\Customer_39\ (RAW) 25GB Customer_39
S peiaRR B A o
:\Device\Broker__ roker_.
a1 ;%%%G;si SEE zﬁsion Box Z:\Device\Market_40\ (RAW) 5GB Market_40
RAID10 P Z:\Device\Customer_40\ (RAW) 25GB Customer_40
Z:\Device\Backup 40\ (NTFS) 113GB
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Table 2.2 : Data Distribution for the Tested Configuration (Cont)

Z:\Device\Broker_41\ (RAW) 90GB Broker_41
42 é;é?(’)%GBE;stsrﬁloZg Z:\Device\Market_41\ (RAW) 5GB Market_41
RAID10 Z:\Device\Customer_41\ (RAW) 25GB Customer_41
SBavasan A e
\Device\Broker__. roker_.
43 ;i)é?(’)%elisli SET( zgsion Box Z:\Device\Market_42\ (RAW) 5GB Market_42
RAID10 P Z:\Device\Customer_42\ (RAW) 25GB Customer_42
fa DB eaBeger % (AW 5558 {Broker 43
‘\Device\Broker__. roker_.
44 ;i)é?(’)%elisli SET( zgsion Box Z:\Device\Market_43\ (RAW) 5GB Market_43
RAID10 P Z:\Device\Customer_43\ (RAW) 25GB Customer_43
BaEs R AR e
\Device\Broker__. roker_.
45 ;i)é?(’)%elisli SET( zgsion Box Z:\Device\Market_44\ (RAW) 5GB Market_44
RAID10 P Z:\Device\Customer_44\ (RAW) 25GB Customer_44
FBEvEs R AR e
‘\Device\Broker_. roker_.
46 é‘;é%%GBiStsgb';g Z:\Device\Market_45\ (RAW) 5GB Market_45
RAID10 Z:\Device\Customer_45\ (RAW) 25GB Customer_45
S BaasR AR e
\Device\Broker__. roker_.
47 é‘;é%%eg'sig' zgsion Box | 2\DeviceMarket 46\ (RAW) 5GB Market_46
RAID10 P Z:\Device\Customer_46\ (RAW) 25GB Customer_46
L FBaasn AR e
\Device\Broker__. roker_.
48 g;é%%%ii 5E|§( zgsion Box Z:\Device\Market_47\ (RAW) 5GB Market_47
RAID10 P Z:\Device\Customer_47\ (RAW) 25GB Customer_47
S BaEsR A e
\Device\Broker__. roker_.
49 é‘;é%%eg'sig' zgsion Box | 2\DeviceMarket 48\ (RAW) 5GB Market_48
RAID10 P Z:\Device\Customer_48\ (RAW) 25GB Customer_48
FBaas R AR e
\Device\Broker__. roker_.
- é‘;é%%%ij&';g Z:\Device\Market_49\ (RAW) 5GB Market_49
RAID10 Z:\Device\Customer_49\ (RAW) 25GB Customer_49
S BEEs R s
\Device\Broker__ roker_
61 é‘;é%?&iii' ';gsion Bo  |Z\DeviceMarket_50\ (RAW) 5GB  |Market 50
RAID10 P Z:\Device\Customer_50\ (RAW) 25GB Customer_50
s £ peiaRaR R A e
:\Device\Broker__ roker_
5 gé%%eg'sklii' ngion Box |%\Device\Market 51\ (RAW) 5GB Market_51
RAID10 P Z:\Device\Customer_51\ (RAW) 25GB Customer_51
S BeiaRR S A e
:\Device\Broker_ roker_
53 gé%%eg'sklii' ngion Box |%\Device\Market 52\ (RAW) 5GB Market_52
RAID10 P Z:\Device\Customer_52\ (RAW) 25GB Customer_52
SBaiEaRtan R B s
:\Device\Broker__ roker_
o gé%%%i;iﬁbzg Z\Device\Market_53\ (RAW) 5GB  |Market 53
RAID10 Z:\Device\Customer_53\ (RAW) 25GB Customer_53
S BeiaRR Rt A e
:\Device\Broker__ roker_
- gé%%eg'sklii' ngion Box |%\Device\Market 54\ (RAW) 5GB Market_54
RAID10 P Z:\Device\Customer_54\ (RAW) 25GB Customer_54
o S BaiEeRun B s
:\Device\Broker__ roker_
o6 gé%%Gg'sklif ';ﬁsion foc | Z\Device\Market_55 (RAW) 5GB  |Market 55
RAID10 P Z:\Device\Customer_55\ (RAW) 25GB Customer_55
S BaiEeRian R B ress
:\Device\Broker__ roker_
57 g)é?(’)%Ggskl SEE zgsion Box Z:\Device\Market_56\ (RAW) 5GB Market_56
RAID10 P Z:\Device\Customer_56\ (RAW) 25GB Customer_56
Z:\Device\Backup 56\ (NTFS) 113GB
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Table 2.2 : Data Distribution for the Tested Configuration (Cont)

Z:\Device\Broker_57\ (RAW) 90GB Broker_57
58 é;é?(’)%GBE;’stsrﬁ’ozg Z:\Dev?ce\Market_S?\ (RAW) 5GB Market_57
RAID10 Z:\Device\Customer_57\ (RAW) 25GB Customer 57
e B —rorerss
59 ééé?(’)%egsliséngsmn Box Z:\Dev?ce\Market_58\ (RAW) SGB Market_58
RAID10 Z:\Device\Customer_58\ (RAW) 25GB Customer 58
gal 2-7 Z:\Device\Backup 58\ (NTFS) 113GB
14x36GB. 15K. EC Z:\Dev!ce\Broker_59\ (RAW) 90GB Broker 59
60/S2500 Disk Expansion Box |2 Device\Market_59\ (RAW) 5GB Market_59
RAID10 Z:\Device\Customer_59\ (RAW) 25GB Customer_59
Z\Revcabadn 50 (NTED Mace |
61 é‘;é%%G;SiSEEpggsmn Box | \DeviceMarket 60\ (RAW) 5GB Market_60
RAID10 Z:\Device\Customer_60\ (RAW) 25GB Customer_60
Z:\Device\Backup 60\ (NTFS) 113GB
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Table 2.3 : Data Distribution for the Priced Configuration

Drives Partition
HBA# | Slot# |Disk# |Enclosure model Filesystem Size Use
RAID level
2x73GB, 10K, SCSI
of o0-1 Olinternal C: (NTFS) 67.85GB |OS
RAID10
15x73GB, 15K, FC
S2500 Base model Z: (NTFS) 10GB 0os
1| o5 1|RAID50 Z:\Device\TPCE_Log_01\ (RAW) 300GB |Logl
EX73GB. 15K FC Z:\Dev?ce\TPCE_Log_OZ\ (RAW) 300GB |Log2
S2500 Disk Expansion Box Z:\Device\TPCE_Log_03\ (RAW) 300GB |Log3
RAID50
Z:\Device\Broker_01\ (RAW) 90GB Broker_01
14x73GB, 15K, FC Z:\Device\Market_01\ (RAW) 5GB Market_01
2|S2500 Base model Z:\Device\Customer_01\ (RAW) 25GB Customer_01
RAID10 Z:\Device\Backup_01\ (NTFS) 346GB
-> alias Z:\Device\Data_01\ (NTFS) (346GB) |TPCE_Misc.ndf
Z:\Device\Broker_02\ (RAW) 90GB Broker_02
3 é‘;;)%GDBlskl 5E|§<}J';Ssion Box Z:\Dev?ce\Market_OZ\ (RAW) 5GB Market_02
28 RAID10 Z:\Device\Customer_02\ (RAW) 25GB Customer_02
£Bsicaiacon (1 05 e
4 é‘;);Z)%)GDBlskl sElj(’pZSsion Box Z:\Dev?ce\Market_O3\ (RAW) 5GB Market_03
RAID10 Z:\Device\Customer_03\ (RAW) 25GB Customer_03
%QB%:E@E?&E&D O%%\(E'\LW)S) ggg%B Broker_04
5 é‘;);Z)%)GDBlskl sElj(’pZSsion Box Z:\Dev?ce\Market_O4\ (RAW) 5GB Market_04
RAID10 Z:\Device\Customer_04\ (RAW) 25GB Customer_04
1-1 Z:\Device\Backup 04\ (NTFS) 346GB
Z:\Device\Broker_05\ (RAW) 90GB Broker_05
14x73GB, 15K, FC Z:\Device\Market_05\ (RAW) 5GB Market_05
6/S2500 Base model Z:\Device\Customer_05\ (RAW) 25GB Customer_05
RAID10 Z:\Device\Backup_05\ (NTFS) 346GB
-> alias Z:\Device\TPCE_TempDB\ (NTFS) (346GB) [tempdb.mdf
Z:\Device\Broker_06\ (RAW) 90GB Broker_06
7 éééé%egsli 5E|§<’ngsion Box Z:\Dev?ce\Market_O6\ (RAW) 5GB Market_06
2b RAID10 Z:\Device\Customer_06\ (RAW) 25GB Customer_06
%QB%:E@E?&E&D O%?\(E'\LW)S) ggg%B Broker_07
8 éééé%egsli 5E|§<’ngsion Box Z:\Dev?ce\Market_O?\ (RAW) 5GB Market_07
RAID10 Z:\Device\Customer_07\ (RAW) 25GB Customer_07
%QB?&:E?E?&E&D O%z\(g\ﬂ\—/ﬁ)S) 8866%8 Broker_08
9 ;iéé%elisli SEE’pZESion Box Z:\Dev?ce\Market_OS\ (RAW) 5GB Market_08
RAID10 Z:\Device\Customer_08\ (RAW) 25GB Customer_08
Z:\Device\Backup 08\ (NTFS) 346GB
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Table 2.3 : Data Distribution for the Priced Configuration (Cont)

Z:\Device\Broker_09\ (RAW) 90GB Broker_09
14x73GB, 15K, FC Z:\Device\Market_09\ (RAW) 5GB Market_09
10|S2500 Base model Z:\Device\Customer_09\ (RAW) 25GB Customer_09

RAID10 Z:\Device\Backup_09\ (NTFS) 346GB
Z—>\Dalia_s Z\I'B\Dtle(vice:}.'(l')f((l,‘?lEAV'\l;()emoLoa\ (NTES) g%élcggB) tBemlE)J_ooj!gf
\Device\Broker_ roker_
11 g;ég%%?skl SEIf( ngion Box Z:\Device\Market_10\ (RAW) 5GB Market_10
RAID10 P Z:\Device\Customer_10\ (RAW) 25GB Customer_10
> B evcaBrokar T (RAW). 5065 Broker 1T
\Device\Broker_ roker_
12 é‘;);Z)%)GDBlskl SElf( ngion Box Z:\Device\Market_11\ (RAW) 5GB Market_11
RAID10 P Z:\Device\Customer_11\ (RAW) 25GB Customer_11
B evicaBrokar T2\ (RAW) 5068 Broker 12
\Device\Broker_ roker_
13 éz);)%GD?Skl SElf( ngion Box Z:\Device\Market_12\ (RAW) 5GB Market_12
RAID10 P Z:\Device\Customer_12\ (RAW) 25GB Customer_12
FBeiaRR IR A oo
\Device\Broker_ roker_
14 éi)éB%GBi’slesn}:’ogg Z:\Device\Market_13\ (RAW) 5GB Market_13
RAID10 Z:\Device\Customer_13\ (RAW) 25GB Customer_13
BB S TR (RAUT S0 [Broker T
\Device\Broker_ roker_
15 éééé%egsli 5E|§< ngion Box Z:\Device\Market_14\ (RAW) 5GB Market_14
RAID10 P Z:\Device\Customer_14\ (RAW) 25GB Customer_14
3b £Beucepackn 1%4\'\(£e'\IATV\F/)S) 238> —(Broker 15
\Device\Broker_ roker_
16 éiéé%GDE?Skl 5E|§< ngion Box Z:\Device\Market_15\ (RAW) 5GB Market_15
RAID10 P Z:\Device\Customer_15\ (RAW) 25GB Customer_15
A S Y T 3668 [Broker 16
\Device\Broker_ roker_
17 éééé%egsli 5E|§< ngion Box Z:\Device\Market_16\ (RAW) 5GB Market_16
RAID10 P Z:\Device\Customer_16\ (RAW) 25GB Customer_16
A S Y T 308 [Broker 7
\Device\Broker_ roker_
18 éiéé%GBE;slesrﬁloZg Z:\Device\Market_17\ (RAW) 5GB Market_17
RAID10 Z:\Device\Customer_17\ (RAW) 25GB Customer_17
A S N T 3668 [Broker 18
\Device\Broker_ roker_
19 ;iéé%elisli SET( zﬁsion Box Z:\Device\Market_18\ (RAW) 5GB Market_18
RAID10 P Z:\Device\Customer_18\ (RAW) 25GB Customer_18
4a %:kBevice{Baclléuo 18\5\ (NTES) 346GB -
14x73GB, 15K, FC : evice Broker_19\ (RAW) 90GB Broker_19
20|S2500 Disk Expansion Box Z:\Device\Market_19\ (RAW) 5GB Market_19
RAID10 Z:\Device\Customer_19\ (RAW) 25GB Customer_19
B evico\Broker 208 (RAWY: 3068 TBroker 20
\Device\Broker_ roker_
o1 é‘;ég%eg'siii' gﬁsion Box | 2\DeviceMarket 20\ (RAW) 5GB Market_20
RAID10 P Z:\Device\Customer_20\ (RAW) 25GB Customer_20
L5 B evico\Broker 22t (RAWT: 5068 TBroker 2T
\Device\Broker_ roker_
22 é‘;;)?(’)GBi’stsrﬁ‘oZ; Z:\Device\Market_21\ (RAW) 5GB Market_21
RAID10 Z:\Device\Customer_21\ (RAW) 25GB Customer_21
Z:\Device\Backup 21\ (NTFS) 346GB
14x73GB, 15K, FC Z.\Dev!ce\Broker_22\ (RAW) 90GB Broker_22
23|52500 Disk Exoansion Box Z:\Device\Market_22\ (RAW) 5GB Market_22
RAID10 P Z:\Device\Customer_22\ (RAW) 25GB Customer_22
4b Z:\Device\Backup 22\ (NTFS) 346GB
14x73GB, 15K, FC Z:\Dev!ce\Broker_ZS\ (RAW) 90GB Broker_23
24|$2500 Disk Expansion Box Z:\Device\Market_23\ (RAW) 5GB Market_23
RAID10 Z:\Device\Customer_23\ (RAW) 25GB Customer_23
S BeviceB oker 2o (RAUT) 5068 [Broker 2a
\Device\Broker_ roker_
o5 ;‘;g)%(;;skl 5E|§< Zﬁsion Box Z:\Device\Market_24\ (RAW) 5GB Market_24
RAID10 P Z:\Device\Customer_24\ (RAW) 25GB Customer_24
Z:\Device\Backup 24\ (NTEFS) 346GB
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Table 2.3 : Data Distribution for the Priced Configuration (Cont)

Z:\Device\Broker_25\ (RAW) 90GB Broker_25
26 é;éé%el?i’stsrﬁ’ozg Z:\Device\Market_25\ (RAW) 5GB Market_25
RAID10 Z:\Device\Customer_25\ (RAW) 25GB Customer_25
Y S T 3668 [Broker 25
\Device\Broker_ roker_
27 ;iéB%GDE?in SET( zﬁsion Box Z:\Device\Market_26\ (RAW) 5GB Market_26
RAID10 P Z:\Device\Customer_26\ (RAW) 25GB Customer_26
5a Z:\Device\Backup 26\ (NTFS) 346GB
14x73GB, 15K, FC Z:\Dev!ce\Broker_27\ (RAW) 90GB Broker_27
28|$2500 Disk Exoansion Box Z:\Device\Market_27\ (RAW) 5GB Market_27
RAID10 P Z:\Device\Customer_27\ (RAW) 25GB Customer_27
Z:\Device\Backup 27\ (NTFS) 346GB
14x73GB, 15K, FC Z:\Dev!ce\Broker_28\ (RAW) 90GB Broker_28
29|$2500 Disk Expansion Box Z:\Device\Market_28\ (RAW) 5GB Market_28
RAID10 Z:\Device\Customer_28\ (RAW) 25GB Customer_28
17 B evico\Broker 2ot (RAWY: 5068 TBroker 29
\Device\Broker_ roker_
20 é‘;éé%GBisf&';g Z:\Device\Market_29\ (RAW) 5GB Market_29
RAID10 Z:\Device\Customer_29\ (RAW) 25GB Customer_29
B evico\Broker 3ot (RAWT 3068 TBroker 30
\Device\Broker_ roker_
a1 é‘;éé%eg'siii' ';ﬁsion fox  |Z\DeviceMarket_30\ (RAW) 5GB  |Market 30
RAID10 P Z:\Device\Customer_30\ (RAW) 25GB Customer_30
5b B evico\Broker 31t (RAWT 3068 TBroker 3T
:\Device\Broker_. roker_.
- gg%eg'sklii' Zﬁsion Box |%\Device\Market 31\ (RAW) 5GB Market_31
RAID10 P Z:\Device\Customer_31\ (RAW) 25GB Customer_31
B evica\Broker 2 (RAWT CC N T
:\Device\Broker_. roker_.
23 gg%eg'sklii' Zﬁsion Box |Z\Device\Market 32\ (RAW) 5GB Market_32
RAID10 P Z:\Device\Customer_32\ (RAW) 25GB Customer_32
SpaiEeRun R 8 ez
:\Device\Broker_. roker_.
o gg)%eésf&gg Z:\Device\Market_33\ (RAW) 5GB  |Market 33
RAID10 Z:\Device\Customer_33\ (RAW) 25GB Customer_33
S peiaRR A A 45 oo
:\Device\Broker_. roker_.
35 ggg)?(’)(;;skl SEE zﬁsion Box Z:\Device\Market_34\ (RAW) 5GB Market_34
RAID10 P Z:\Device\Customer_34\ (RAW) 25GB Customer_34
o SBasEaRiun 8 ez
:\Device\Broker_. roker_.
36 g)ég?aG;Skl ?E})(( ngion Box Z:\Device\Market_35\ (RAW) 5GB Market_35
RAID10 P Z:\Device\Customer_35\ (RAW) 25GB Customer_35
SpasEeRian SR 8 ez
:\Device\Broker_. roker_.
37 é‘;ﬁg%c;;skl ?Ef( ngion Box Z:\Device\Market_36\ (RAW) 5GB Market_36
RAID10 P Z:\Device\Customer_36\ (RAW) 25GB Customer_36
S BeiaRR A A $%—sorer
:\Device\Broker_. roker_.
38 é‘;ég?)GBislesn}:’oZ; Z:\Device\Market_37\ (RAW) 5GB Market_37
RAID10 Z:\Device\Customer_37\ (RAW) 25GB Customer_37
FBaiEaRan S 8 e
\Device\Broker_ roker_
39 éz);)%GD?skl ?Ef( ngion Box Z:\Device\Market_38\ (RAW) 5GB Market_38
RAID10 P Z:\Device\Customer_38\ (RAW) 25GB Customer_38
o FBaiEaiian SR o
\Device\Broker_ roker_
40 g)ég%c;gsi ?Ef( zgsion Box Z:\Device\Market_39\ (RAW) 5GB Market_39
RAID10 P Z:\Device\Customer_39\ (RAW) 25GB Customer_39
BB Sher 0% (RAUT 368 [Broker 70
\Device\Broker_ roker_
a ;‘;);)%G[[)?skl ?Ef( I;El:sion Box Z:\Device\Market_40\ (RAW) 5GB Market_40
RAID10 P Z:\Device\Customer_40\ (RAW) 25GB Customer_40
Z:\Device\Backup 40\ (NTFS) 346GB
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Table 2.3 : Data Distribution for the Priced Configuration (Cont)

Z:\Device\Broker_41\ (RAW) 90GB Broker_41
42 é;éé%el?i’stsrﬁ’ozg Z:\Device\Market_41\ (RAW) 5GB Market_41
RAID10 Z:\Device\Customer_41\ (RAW) 25GB Customer_41
Y S Y T 308 [Broker 72
\Device\Broker_ roker_.
43 ;iéB%GDE?in SET( zﬁsion Box Z:\Device\Market_42\ (RAW) 5GB Market_42
RAID10 P Z:\Device\Customer_42\ (RAW) 25GB Customer_42
7a S Bevico\Broker 5k (RAW 5068 [Broker 43
\Device\Broker_ roker_
4 éﬁéﬁ%‘ﬁ’s.ﬁﬁ’ zﬁsion Box | Z\DeviceMarket 43\ (RAW) 5GB Market_43
RAID10 P Z:\Device\Customer_43\ (RAW) 25GB Customer_43
B evico\Broker A4t (RAWT 5068 [Broker 44
\Device\Broker_ roker_
45 ;‘;EB%GS?:S& SET( zgsion Box Z:\Device\Market_44\ (RAW) 5GB Market_44
RAID10 P Z:\Device\Customer_44\ (RAW) 25GB Customer_44
2:3 B evico\Broker 45t (RAWY 5008 TBroker 45
\Device\Broker roker
14x73GB, 15K, FC - -
' ' Z:\Device\Market_45\ (RAW) 5GB Market_45
46 Fii?ggf ase model Z:\Device\Customer_45\ (RAW) 25GB Customer_45
B evico\Broker et (RAWY 3068 TBroker 46
\Device\Broker_ roker_.
47 é‘;ég%eg'sig' zﬁsion Box | Z\DeviceMarket 46\ (RAW) 5GB Market_46
RAID10 P Z:\Device\Customer_46\ (RAW) 25GB Customer_46
7o B evico\Broker A7t (RAWT 5008 TBroker 47
\Device\Broker_ roker_
48 ;‘;EB%G;’S& 5E|§< Zﬁsion Box Z:\Device\Market_47\ (RAW) 5GB Market_47
RAID10 P Z:\Device\Customer_47\ (RAW) 25GB Customer_47
B evica\Broker 2ot (RAWT 5068 [Broker 78
‘\Device\Broker_ B Broker_4
49 gg%eg'sklii' Zﬁsion Box |Z\Device\Market 48\ (RAW) 5GB Market_48
RAID10 P Z:\Device\Customer_48\ (RAW) 25GB Customer_48
S peiaRR A A $S 5o
‘\Device\Broker_ B Broker_4
50 gg%eisfgbgg Z:\Device\Market_49\ (RAW) 5GB Market_49
RAID10 Z:\Device\Customer_49\ (RAW) 25GB Customer_49
BT caB Sher 0N (RAUT 5068 [Broker 50
‘\Device\Broker_ B Broker_5
51 ggg)?(’)(;;skl SEE zﬁsion Box Z:\Device\Market_50\ (RAW) 5GB Market_50
RAID10 P Z:\Device\Customer_50\ (RAW) 25GB Customer_50
e S peiaRR R A $% o
\Device\Broker_ roker_
52 g)ég?aG;Skl ?E})(( ngion Box Z:\Device\Market_51\ (RAW) 5GB Market_51
RAID10 P Z:\Device\Customer_51\ (RAW) 25GB Customer_51
B evieoBroker 2 (RAW 3008 TBroker 52
‘\Device\Broker_! B Broker_5
53 é‘;ﬁg%c;;skl ?Ef( ngion Box Z:\Device\Market_52\ (RAW) 5GB Market_52
RAID10 P Z:\Device\Customer_52\ (RAW) 25GB Customer_52
oAy oA
\Device\Broker__ roker_
54 é‘;ég?)GBislesn}:’oZ; Z:\Device\Market_53\ (RAW) 5GB Market_53
RAID10 Z:\Device\Customer_53\ (RAW) 25GB Customer_53
%:{Bevice}%acllzuo 53%\0(? NA-I\—/E)S) 346GB -
\Device\Broker_ 90GB Broker_54
55 éz);)%GD?skl ?E}i’;)zgsion Box Z:\Device\Market_54\ (RAW) 5GB Market_54
Z:\Device\Customer_54\ (RAW) 25GB Customer_54
8b RAID10 %:{Bevice}%acllzuo 555£\1\(|(? NA-I\—/E)S) 346GB -
\Device\Broker__ 90GB Broker_55
56 g)ég%c;gsi ?Ef(bggsion Box Z:\Device\Market_55\ (RAW) 5GB Market_55
Z:\Device\Customer_55\ (RAW) 25GB Customer_55
RAID10 %;{Bevicekgacllzuo 556?\0{? NA-I\—/E)S) 346GB -
\Device\Broker_ 90GB Broker_56
57 ;‘;);)%G[[)?skl ?Ef( I;El:sion Box Z:\Device\Market_56\ (RAW) 5GB Market_56
RAID10 P Z:\Device\Customer_56\ (RAW) 25GB Customer_56
Z:\Device\Backup 56\ (NTFS) 346GB

TPC Benchmark™ E Full Disclosure Report
Copyright © 2008 NEC Corporation

48

Feb 2008




Table 2.3 : Data Distribution for the Priced Configuration (Cont)

Z:\Device\Broker_57\ (RAW) 90GB Broker_57
58 éééé%eBistsrﬁbzg Z:\Dev?ce\Market_S?\ (RAW) 5GB Market_57
RAID10 Z:\Device\Customer_57\ (RAW) 25GB Customer 57
S BeiEaR S0 e
59 éééé%egsliséngsmn Box Z:\Dev?ce\Market_58\ (RAW) SGB Market_58
RAID10 Z:\Device\Customer_58\ (RAW) 25GB Customer 58
9al 2-7 Z:\Device\Backup 58\ (NTFS) 346GB
14x73GB. 15K. EC Z:\Dev!ce\Broker_59\ (RAW) 90GB Broker 59
60|S2500 Disk Expansion Box |2 Dvice\Market 59\ (RAW) 5GB  |Market_59
RAID10 Z:\Device\Customer_59\ (RAW) 25GB Customer_59
61 é;)g)?())GDEl’SlisEipgﬁsmn Box |4 \DeviceMarket 60\ (RAW) 5GB Market_60
RAID10 Z:\Device\Customer_60\ (RAW) 25GB Customer_60
Z:\Device\Backup 60\ (NTFS) 346GB

Type of Database
A statement must be provided in the Report that describes:

The Database Interface (e.g., embedded, call level) and access language (e.g., SQL, COBOL read/write) used to
implement the TPC-E Transactions. If more than one interface / access language is used to implement TPC-E, each
interface / access language must be described and a list of which interface /access language is used with which
Transaction type must be reported.

The data model implemented by the DBMS (e.g., relational, network, hierarchical).

Microsoft® SQL Server® 2008, a relational database, was used in this benchmark. SQL Server® 2008 stored procedures were
used and invoked through library function calls embedded in C++ code.
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Clause 3 : Transaction Related Iltems

Vendor-Supplied Code

A statement that vendor-supplied code is functionally equivalent to Pseudo-code in the specification (see Clause 3.2.1.6) must be
reported in the Report.

The vendor-supplied code is functionally equivalent to the Pseudo-code.

Database Footprint Requirements
A statement that the database footprint requirements (as described in Clause 3.3) were met must be reported in the Report.

The database footprint requirements were met.
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Clause 4: SUT, Driver, and Network Related Items

Network configurations and Driver system

The Network configurations of both the measured and Priced Configurations must be described and reported in the Report. This
includes the mandatory Network between the Driver and Tier A (see Clause 4.2.2) and any optional Database Server interface
networks (see Clause 4.1.3.12).

There is no difference between the measured and priced configurations in the network configurations. The network configuration
of the measured configuration is shown as Figure 1.1 and 1.6.
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Clause 5: EGen Related Items

EGen Version
The version of EGen used in the benchmark must be reported in the Report (see Clause 5.3.1). (9.3.5.1)

EGen v1.4.0 was used in the benchmark.

EGen Code
A statement that all required TPC-provided EGen code was used in the benchmark must be reported in the Report. (9.5.3.2)

All required TPC-provided EGen code was used in the benchmark.

EGen Modifications

If the Test Sponsor modified EGen, a statement EGen has been modified must be reported in the Report. All formal waivers from
the TPC documenting the allowed changes to EGen must also be reported in the Report (see Clause 5.3.7.1). If any of the
changes to EGen do not have a formal waiver that must also be reported in the Report.(9.3.5.3)

A mismatch was found between the data produced by EGen Loader and EGen Driver in the benchmark configuration.

As a result, a Trade-Order transaction using a specific set of values for (exec_f_name, exec_|_name, exec_tax_id) will return an
error when it cannot find an expected row in the ACCOUNT_PERMISSION table. This should never happen — the data should
always match.

The exact nature of the issue

The problem is caused by a difference in floating point precision between the two architectures used in the benchmark
configuration.

The 1A64 architecture of the DB server uses 80 bit precision for floating point operations.
The x64 architecture of the clients driver machines uses 64 bit.

The difference in precision between x64 and 1A64 architectures can cause the same computation to produce different results for at
least one particular value generated by EGen.

This difference occurs in the EGen routine CRandom::RndInt64Range. In the computation below, the highlighted code
produced 3030340621.0000000 on 1A64 and 3030340622.0000000 on x64 — off by 1. The computation was different by just
enough in the value beyond 64-bits that it caused a different result after the cast to INT64.

INT64 CRandom::RndInt64Range( INT64 min, INT64 max)
{
if ( min == max )
return min;
// Check on system symbol for 64-bit MAXINT
//assert( max < MAXINT );
// This assert would detect when the next line would
// cause an overflow.
max++;
if ( max <= min )
return max;

return min + (INT64)(RndDouble() * (double)(max - min));
3

In the ACCOUNT_PERMISSION table, we see the following row generated differently by EGenlLoader:

1A64:
43001579202|0001|082Y T3436CX937|Schmitz|Adina

X64:
43001579202|0001|773LX6769NK662|Sethi|Jesse
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The exact nature of the Proposed Fix

EGen was not modified. Instead, it was determined that only a single row in the ACCOUNT_PERMISSION table was different
between the x64 and 1A64 generated tables.

The following query:

select * from ACCOUNT_PERMISSION where AP_CA_ID = 43001579202

produced this output for EGen run on x64:

AP_CA_ID AP_ACL AP_TAX_ID AP_L_NAME AP_F_NAME
43001579202 0000 341LA3656WT504 Mancia Steven
43001579202 0001 773LX6769NK662 Sethi Jesse

(2 row(s) affected)

and this output for EGen run on 1A64:

AP_CA_ID AP_ACL AP_TAX_ID AP_L_NAME AP_F_NAME
43001579202 0000  341LA3656WT504 Mancia Steven
43001579202 0001  082YT3436CX937 Schmitz Adina

(2 row(s) affected)

The following post-load step was done to update ACCOUNT_PERMISSION in a freshly built TPC-E database with EGen v1.4.0
asitis:

delete ACCOUNT_PERMISSION
where AP_CA_ID = 43001579202 and AP_TAX_ID = "082YT3436CX937"

insert ACCOUNT_PERMISSION
(AP_CAID, AP_ACL, AP_TAX_ID, AP_L_NAME, AP_F_NAME)
values (43001579202, “0001", “773LX6769NK662", "Sethi*, "Jesse" )

These two statements were run using SQL Management Studio against the newly built TPC-E database to correct the data
mismatch. After running the statements, the following query:

select * from ACCOUNT_PERMISSION where AP_CA_ID = 43001579202

Should produce this output:

AP_CA_ID AP_ACL AP_TAX_ID AP_L_NAME AP_F_NAME
43001579202 0000  341LA3656WT504 Mancia Steven
43001579202 0001  773LX6769NK662 Sethi Jesse

(2 row(s) affected)

Note that these two statements will need to be repeated each time a TPC-E database is newly built. This can be avoided by doing
a backup of the database after a new build followed by the above fix.
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EGenLoader Extentions

If the Test Sponsor extended EGenLoader (as described in Appendix A.6), the use of the extended EGenLoader and the audit of
the extension code by an Auditor must be reported in the Report (see Clause 5.7.3) (9.3.5.4).

No extentions were made to the EGenLoader for the benchmark.
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Clause 6 : Performance Metrics and Response Time Related Items

EGenDriver Items

The number of EGenDriverMEE and EGenDriverCE instances used in the benchmark must be reported in the Report (see Clause
6.2.5).

The number of EGenDriverMEE instance is eight. The number of EGenDriverCE instance is eight.

Measured Throughput
The Measured Throughput must be reported in the Report (see Clause 6.7.1.2).
Measured tpsE

1126.49 tpsE

Trade-Result Throughput vs. Elapsed Wall Clock Time

A Test Run Graph of throughput versus elapsed wall clock time must be reported in the Report for the Trade-Result Transaction
(see Clause 6.7.2).

Figure 6.1 Test Run Graph
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Steady State

The method used to determine that the SUT had reached a Steady State prior to commencing the Measurement Interval must be
reported in the Report.

During the run, observation of the tpsE as the benchmark ran was used to determine steady state. After the run steady state was
confirmed by:

1. Looked at the Test Run Graph and verified that tpsE was steady prior to commencing the Measurement
Interval.
2. Calculated 60 minute average tpsE during the Steady State moving the time window 10 minutes each time.

Then confirmed that the minimum 60 minute average tpsE was not less than 98% of the Reported
Throughput, and that the maximum 60 minute average tpsE was not greater than 102% of the Reported
Throughput.

3. Calculated 10 minute average tpsE during the Steady State moving the window 1 minute each time. Then
confirmed that the minimum 10 minute average tpsE was not less than 80% of the Reported Throughput, and
that the maximum 10 minute average tpsE was not greater than 120% of the Reported Throughput.

Work Performed During Steady State

A description of how the work normally performed during a Test Run, actually occurred during the Measurement Interval must
be reported in the Report (for example checkpointing, writing Undo/Redo Log records, etc.).

A checkpoint in Microsoft® SQL Server® 2008 wrote to disk all updated memory pages that had not been yet actually written to

disk. SQL Server® 2008 recovery interval parameter was set to the maximum allowable value to perform checkpoint at specific

intervals. Checkpoints were automatically issued at specified duration (420 seconds) and specified intervals (450 seconds), once
all users logged in and started sending transactions.

Transaction Averages

The recorded averages over the Measurement Interval for each of the Transaction input parameters specified by clause 6.4.1
must be reported in the Report.
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Table 6.1 Transaction Averages

Input Parameter Value Actual Pct |Required Range
Customer-Position
by _tax_id 50.00% 48% to 52%
get_history 49.98% 48% to 52%
Market-Watch
Watch list 59.99% 57% to 63%
Securities chosen by Account ID 35.01% 33% to 37%
Industry 5.00% 4.5% to 5.5%
Security-Detail
access_lob 1 1.00% 0.9% t0 1.1%
Trade-Lookup
1 30.02% 28.5% to 31.5%
frame 1o exccute 2 29.96% 28.5% to 31.5%
- 3 30.00% 28.5% to 31.5%
4 10.01% 9.5% t0 10.5%
Trade-Order
Transactions requested by a third party 9.99% 9.5% to 10.5%
Security chosen by company name and issue 39.99% 38% to 42%
type_is_margin 8.00% 7.5% t0 8.5%
roll_it_back 0.99% 0.94% to 1.04%
is_lifo 35.02% 33% to 37%
100 25.01% 24% to 26%
200 24.99% 24% to 26%
trade_qty 400 24.99% 24% to 26%
800 25.02% 24% to 26%
TMB 30.00% 29.7% to 30.3%
TMS 30.01% 29.7% to 30.3%
trade_type TLB 20.01% 19.8% to 20.2%
TLS 9.98% 9.9% to 10.1%
TSL 10.01% 9.9% t0 10.1%
Trade-Update
32.91% 31% to 35%
frame_to_execute 33.01% 31% to 35%
34.07% 32% to 36%
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Clause 7 : Transaction and System Properties Related Items

Transaction System Properties (ACID)

The results of the ACID tests must be reported in the Report along with a description of how the ACID requirements were met,
and how the ACID tests were run.

The TPC Benchmark™ E Standard Specification defines a set of transaction processing system properties that a system under test
(SUT) must support during the execution of the benchmark. Those properties are Atomicity, Consistency, Isolation and
Durability (ACID). This section quotes the specification definition of each of those properties and describes the tests done as
specified and monitored by the auditor, to demonstrate compliance.

Redundancy Level

The Test Sponsor must report in the Report the Redundancy Level (see Clause 7.5.7.1) and describe the Data Accessibility test(s)
used to demonstrate compliance.

Redundancy Level 1 was used for the storage system.

Atomicity Tests

The System Under Test must guarantee that Database Transactions are atomic; the system will either perform all individual
operations on the data, or will ensure that no partially completed operations leave any effects on the data.

Perform a market Trade-Order Transaction with the roll_it_back flag set to 0. Verify that the appropriate rows have been
inserted in the TRADE and TRADE_HISTORY tables.

Perform a market Trade-Order Transaction with the roll_it_back flag set to 1. Verify that no rows associated with the rolled back
Trade-Order have been added to the TRADE and TRADE_HISTORY tables.

EXECUTION OF ATOMICITY TESTS
1. Open a command prompt.
2. Change to the MSTPCE.1.4.0-1005\ACID\Atomicity directory.
3. Run Atomicity.cmd
a. Enter the database server name. The default is the current machine.
b. Enter the password for the “sa’ account. If you have not set the ‘sa’” password, please press enter to continue.
4. The output will be in Atomicity_C.out and Atomicity_RB.out.

Atomicity.cmd runs a Trade-Order with a commit and notes the new T_ID. Then it does a select on TRADE and
TRADE_HISTORY to return the rows in those tables with the new T_ID. The output will be in Atomicity_C.out

Atomicity.cmd also runs a Trade-Order with a roll back and notes the new T_ID. Then it does a select on TRADE and
TRADE_HISTORY to return the rows in those tables with the new T_ID. No rows should be returned. The output will be
in Atomicity_RB.out

RESULTS OF ATOMICITY TESTS
The result files “Atomicity_C.out” and “Atomicity_RB.out” are placed in “SupportingFiles\Clause7\Atomicity”.

Consistency Tests

Consistency is the property of the Application that requires any execution of a Database Transaction to take the database from
one consistent state to another. A TPC-E database when first populated by EGenLoader must meet these consistency conditions.
If data is replicated, as permitted under Clause 2.3.4, each copy must meet the consistency conditions defined in Clause 7.3.2.

Three consistency conditions are defined in the following clauses. Explicit demonstration that the conditions are satisfied is
required for all three conditions.

Consistency condition 1
Entries in the BROKER and TRADE tables must satisfy the relationship:B_NUM_TRADES = count(*)

For each broker defined by: (B_ID = CA_B_ID) and (CA_ID =T_CA_ID) and (T_ST_ID ="CMPT “).
Consistency condition 2
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Entries in the BROKER and TRADE tables must satisfy the relationship:B_COMM_TOTAL = sum(T_COMM)
For each broker defined by: (B_ID = CA B_ID) and (CA_ID =T_CA _ID) and (T_ST_ID ="CMPT “).

Consistency condition 3
Entries in the HOLDING_SUMMARY and HOLDING tables must satisfy the relationship:HS_QTY = sum(H_QTY)

For each holding summary defined by: (HS_CA ID =H_CA_ID) and (HS_S_SYMB =H_S _SYMB)..

The three consistency conditions must be tested after initial database population and after any Business Recovery tests.

Consistency conditions one through three were tested using a script to issue queries to the database, and we executed it after
initial database population and after Business Recovery test.

EXECUTION OF CONSISTENCY TESTS
1. Open a command prompt.
2. Change to the MSTPCE. 1.4.0-1005\ACID\Consistency directory.
3. Run Consistency.cmd
4. Enter the database server name. The default is the current machine.
5. Enter the password for the 'sa’ account. If you have not set the 'sa’ password, please press enter to continue.
6. The output will be in Consistency.out.

RESULTS OF CONSISTENCY TESTS
- For the test executed right after the initial database population, the result file "Consistency.out™ is placed in
"SupportingFiles\Clause7\Consistency".
- For the test executed right after the Business Recovery test, the result file " Consistency2.out"” is placed in
"SupportingFiles\Clause7\Durability\BusinessRecovery".

Isolation Tests

Systems that implement Transaction isolation using a locking and/or versioning scheme must demonstrate compliance with the
isolation requirements by executing the tests described in Clause 7.4.2.

The following isolation tests are designed to verify that the configuration and implementation of the System Under Test provides
the Transactions with the required isolation levels defined in Clause 7.4.1.3.

We used SQL Server "osql" command and Windows "notepad.exe" for these Isolation Tests.

EXECUTION OF ISOLATION TEST #1 (P3 TEST IN READ-WRITE)

1. Open 1st command prompt.

2. Execute Isolationl_S1.

"osql -E -ilsolationl_S1.sgl -olsol_S1.out"

. Open "Isol_S1.out" with "notepad.exe".
. Scroll to the bottom of the "Isol_S1.out" and record the "Trade ID Returned".
. Open "lIsolation1_S2.sql" with "notepad.exe".
. Copy the Customer Account Used to the @acct_id variable near the top of "Isolationl_S2.sql".
. Copy the Symbol Used to the @symbol variable near the top of "Isolation1_S2.sgl".

. Save "Isolationl_S2.sgl".

© 00 N oo O B~ W

. Execute Isolationl_S2
"osql -E -ilsolation1_S2.sgl -olsol_S2.out"
10. Open "Isol_S2.out" with "notepad.exe".
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11. Scroll to the bottom of the "Isol_S2.out" and record the "Trade ID Returned".

12. Open "Isolation1_S3.sgl" with "notepad.exe".
13. Copy the Trade ID Used in the "1sol_S1.out" to the @trade_id variable near the top of "Isolation1_S3.sgl".

14. Save "Isolation1_S3.sgl".

15. Open "Isolation1_S4.sgl" with "notepad.exe".
16. Copy the Trade ID Used in the "lsol_S2.out" to the @trade_id variable near the top of "Isolation1_S4.sgl".

17. Save "Isolation1_S4.sql".

18. Open 2nd command prompt.

19. Execute Isolation1_S3 in 1st command prompt

"osql -E -ilsolation1_S3.sgl -olsol_S3.out"

20. And then execute Isolationl_S4 in 2nd command prompt

"osql -E -ilsolationl_S4.sgl -olsol_S4.out"

Note, the SQL code and the instrumented stored procedure will do the appropriate pausing as required in the specification.

VERIFICATION OF ISOLATION TEST #1 (P3 TEST IN READ-WRITE)

1

. Record the “Holding Summary After First Execution of Trade Result Frame 1:” value of HS_QTY. This is found near

the top of "Isol_S3.out". Verify that this is set to 0.

2

. Record the “Holding Summary After Second Execution of Trade Result Frame 1:” value of HS_QTY. This is found

near the top of "Isol_S3.out". Verify that this is set to 0.

3

4
7

5

. The Trade Result in Isolation1_S3 should now block with the Trade Result in Isolation1_S4.

. Since the Isolation1_S3 was blocked from continuing, the verification will use the “Case B” as defined in Clause
4.2.1, Items 6B and 7B.

. Record the “Holding Summary After Trade Result Frame 1:” value of HS_QTY. This is found near the top of

"Isol_S4.out". It should be 0.

RESULT

OF ISOLATION TEST #1 (P3 TEST IN READ-WRITE)

The result files “Isol_S1.out”, “Isol_S2.out”, “Isol_S3.out” and “Isol_S4.out” are placed in
“SupportingFiles\Clause7\Isolation”.

EXECUTION OF ISOLATION TEST #2 (P2 TEST IN READ-WRITE)

. Open 1st command prompt.
. Execute Isolation2_S1.
"osql -E -ilsolation2_S1.sgl -olso2_S1.out™
. Open "Is02_S1.out" with "notepad.exe".
. Scroll to the bottom of "Iso2_S1.out" and record the "Holding Summary Quantity" and the "Trade ID Returned".
. Open "lIsolation2_S2.sgl" with "notepad.exe".
. Copy the Customer Account Used from "1so2_S1.out" to the @acct_id variable near the top of "Isolation2_S2.sgl".
. Copy the Symbol Used from "1s02_S1.out" to the @symbol variable near the top of "Isolation2_S2.sql".
. Save "Isolation2_S2.sgl".
. Execute Isolation2_S2.

"osql -E -ilsolation2_S2.sql -olso2_S2.out"

10. Open "Is02_S2.out" with "notepad.exe".
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11.
12.
13.
14.
15.
16.
17.
18.
19.

20.

Scroll to the bottom of "Iso2_S2" and record the Trade ID Returned.
Open "lIsolation2_S3.sql" with "notepad.exe".
Copy the Trade ID Used in "Iso2_S1.out" to the @trade_id variable near the top of "Isolation2_S3.sgl".
Save "Isolation2_S3.sgl".
Open Isolation2_S4.sql with "notepad.exe”.
Copy the Trade ID Used in "Iso2_S2.out" to the @trade_id variable near the top of "Isolation2_S4.sgl".
Save "lIsolation2_S4.sgl".
Open 2nd command prompt.
Execute Isolation2_S3 in 1st command prompt.
"osql -E -ilsolation2_S3.sgl -olso2_S3.out"

And then immediately execute Isolation2_S4 in 2nd command prompt.

"osql -E -ilsolation2_S4.sql -olso2_S4.out"

Note, the SQL code and the instrumented stored procedure will do the appropriate pausing as required in the specification.

VERIFICATION OF ISOLATION TEST #2 (P2 TEST IN READ-WRITE)

1. Record the "Holding Summary After First Execution of Trade Result Frame 1:" value of HS_QTY. This is found near
the top of "Iso2_S3.out".

2. Record the "Holding Summary After Second Execution of Trade Result Frame 1:" value of HS_QTY. This is found
near the top of "1s02_S3.out". This value should match the value returned in number 1 above.

3. Record the "Holding Summary After Trade Result Frame 1:" value of HS_QTY. This is found near the top of
"1s02_S4.out".

4. Since the Isolation2_S4 stalls in Frame 2, the verification will use the "Case A" as defined in Clause 7.4.2.2, Items 6A
and 7A.

5. Verify that the HS_QTY remains the same for each read of HOLDING SUMMARY throughput Isolation2_S3.

RESULT OF ISOLATION TEST #2 (P2 TEST IN READ-WRITE)

The result files “Iso2_S1.out”, “Iso2_S2.out”, “Iso2_S3.out” and “lso2_S4.out” are placed in
“SupportingFiles\Clause7\lsolation”.

EXECUTION OF ISOLATION TEST #3 (P1 TEST IN READ-WRITE)

1. Open 1st command prompt.

2. Execute Isolation3_S1.

"o0sql -E -ilsolation3_S1.sgl -olso3_S1.out"

This script will initiate the Customer Position and execute two Trade Orders for the remainder of this isolation test to
access.

. Open "Is03_S1.out" with "notepad.exe".

. Scroll to the bottom of "Iso3_S1.out" and record the "Customer ID Used" and the "Customer Account Balance".

. Open Isolation3_S2.sql with "notepad.exe".

. Copy the Customer Account Used from "Iso3_S1.out" to the top of "Isolation3_S2.sql".

. Save "Isolation3_S2.sgl".

3
4
5
6. Copy the first Trade ID Returned from "Iso3_S1.out" to the top of "Isolation3_S2.sgl".
7
8
9

. Open Isolation3_S3.sql with "notepad.exe".
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10. Copy the second Trade ID Returned from "Iso3_S1.out" to the top of "Isolation3_S3.sql".
11. Copy the Customer Account Used from "Iso3_S1.out" to the top of "Isolation3_S3.sql".
12. Save "lIsolation3_S3.sql".
13. Open 2nd command prompt.
14. Execute Isolation3_S2 in 1st command prompt.

"osql -E -ilsolation3_S2.sgl -olso3_S2.out"
15. And then immediately execute Isolation3_S3 in 2nd command prompt.

"osql -E -ilsolation3_S3.sgl -olso3_S3.out"

Note, the SQL code and the instrumented stored procedure will do the appropriate pausing as required in the specification.

VERIFICATION OF ISOLATION TEST #3 (P2 TEST IN READ-WRITE)
1. Record the Customer Account Balance from the bottom of "1so3_S1.out".
2. Record the Customer Account Balance and the Settlement Amount from the bottom of "I1so3_S2.out".
3. Record the Customer Account Balance and the Settlement Amount from the bottom of "1so3_S3.out".

4. Since the Trade Result in Isolation3_S3 blocks until Isolation3_S2 completes, you may verify the results as follows:
CA_BAL (from Isolation3_S1) + Settlement Amount (from Isolation3_S2 ) + Settlement Amount (from Isolation3_S3)
= Customer Account Balance (from Isolation3_S3)

RESULT OF ISOLATION TEST #3 (P2 TEST IN READ-WRITE)

The result files “Iso3_S1.out”, “Iso3_S2.out” and “Iso3_S3.out” are is placed in “SupportingFiles\Clause7\lsolation”.

EXECUTION OF ISOLATION TEST #4 (P1 TEST IN READ-ONLY)
1. Open 1st command prompt.
2. Execute Isolation4_S1.
"osql -E -ilsolation4_S1.sgl -olso4_S1.out"
This script will initiate the Customer Position and execute a Trade Order for the remainder of this isolation test to access.
3. Open "Iso4_S1.out" with "notepad.exe".

4. Scroll to the bottom of "Iso4_S1.out" and record the "Customer 1D Used", "Customer Account ID Used", "Customer
Account Balance", and the "Trade ID Returned".

5. Open Isolation4_S2.sql with "notepad.exe".

6. Copy the "Customer Account ID Used" from "Iso4_S1.out" to the @acct_id variable near the top of
"Isolation4_S2.sql".

7. Copy the "Trade ID Returned" from "Iso4_S1.out" to the @trade_id variable near the top of "Isolation4_S2.sql".
8. Save "lIsolation4_S2.sql".

9. Open Isolation4_S3.sql with "notepad.exe".

10. Copy the "Customer ID" from "Iso4_S1.out" to the @cust_id variable near the top of "Isolation4_S3.sql".

11. Copy the "Customer Account ID Used" from "Iso4_S1.out" to the @acct_id variable near the top of
"Isolation4_S3.sql".

12. Save "Isolation4_S3.sql".
13. Open 2nd command prompt.
14. Execute Isolation4_S2 in 1st command prompt.

"osql -E -ilsolation4_S2.sgl -olso4_S2.out"
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15. And then immediately execute Isolation4_S3 in 2nd command prompt.

"osql -E -ilsolation4_S3.sgl -olso4_S3.out"

VERIFICATION OF ISOLATION TEST #4 (P1 TEST IN READ-ONLY)
1. Record the Customer Account Balance from the bottom of "Iso4_S1.out".
2. Record the Customer Account Balance and the Settlement Amount from the bottom of "Iso4_S2.out".
3. Record the Customer Account Balance from the bottom of “Iso4_S3.out".

4. Since the Customer Position in Isolation4_S3 blocks until Isolation4_S2 completes, you may verify the results by
CA_BAL (from Isolation4_S2) = Customer Account Balance (from Isolation4_S3)

RESULT OF ISOLATION TEST #4 (P1 TEST IN READ-ONLY)

The result files “Iso4_S1.out”, “Iso4_S2.out” and “Iso4_S3.out” are is placed in “SupportingFiles\Clause7\Isolation”.

Durability Tests

The System Under Test must be configured to satisfy the requirements for Durability detailed in this clause. Durability is
demonstrated by the SUT preserving Committed Transactions and maintaining the consistency of the database after the failures
listed in Clause 7.5.2. Durability tests are conducted by inducing Catastrophic and Non-catastrophic failures of components
within the SUT. The Non-catastrophic failures of Clause 7.5.5 test the ability of the SUT to maintain access to the data. The
Catastrophic failures of Clause 7.5.6 test the SUT’s capability of preserving the effects of Committed Transactions. The duration
of the Catastrophic failure is reported as the Business Recovery Time in the Report. No system provides complete Durability (i.e.,
Durability under all possible types of failures). The specific set of single failures addressed in Clause 7.5.2 is defined sufficiently
significant to justify demonstration of Durability across such failures. However, the limited nature of the tests listed must not be
interpreted to allow other unrecoverable single points of failure.
- Permanent irrecoverable failure of any single Durable Medium.

Instantaneous interruption (system crash/system hang) in processing that requires system reboot to recover.

Failure of all or part of memory (loss of contents).

Loss of all external power to the SUT for an indefinite time period (power failure). This must include at least all

portions of the SUT that participate in the database portions of Transactions.

Durability Test for Data Accessibility
This benchmark result used Redundancy Level 1.

To prove Redundancy Level 1, the following steps were successfully performed. The test for Redundancy Level 1 is the test for
Permanent Irrecoverable Failure of any single Durable Medium.

1. Determine the current number of completed trades in the database by running: select count(*) as countl from
SETTLEMENT

2. Start submitting Transactions and ramp up to the Durability Throughput Requirements (as defined in Clause 7.5.3)
and satisfy those requirements for at least 5 minutes.

3. Induce the failure described for the redundancy level being demonstrated. In this case fail a disk in a database data
array, fail a disk in the database log array, and fail a controller module in the database log array controller.
Transactions should continue processing since the database log array uses RAID-50, the database data array uses
RAID-10 and the database log array controller has a mirrored cache module.

4. Begin the necessary recovery process, by replacing the failed drives in the database log array and the database data

array. A rebuild on each replaced drive should start automatically.

Continue running the Driver until these arrays rebuilding is completed.

Terminate the run gracefully from the Driver.

7. Retrieve the new number of completed trades in the database by running: select count(*) as count2 from
SETTLEMENT

8. Compare the number of executed Trade-Result Transactions on the Driver to (count2 — countl). Verify that (count2
- countl) is equal to the number of successful Trade-Result Transaction records in the Driver log file.

9. Allow recovery process to complete as needed..

ISd
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Following is a graph of the measured throughput versus elapsed time that must be reported for the run portions of the Data
Accessibility tests:

Figure 7.1 Data Accessibility Graph
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Durability Test Procedure for Catastrophic Failures

The tests for “Instantaneous interrupt,” “Failure of all or part of memory,” and “Loss of external power to the SUT” were
combined.

Note: UPS have been priced for the log array.

The following steps were successfully performed to meet the Durability Throughput Requirements of Clause 7.5.3:

1. Determine the current number of completed trades in the database by running: select count(*) as countl from
SETTLEMENT

2. Start submitting Transactions and ramp up to the Durability Throughput Requirements (as defined in Clause 7.5.3)
and satisfy those requirements for at least 20 minutes.

3. Induce all of the Catastrophic failures, in Clause 7.5.2.2, 7.5.2.3 and 7.5.2.4 with following procedure
simultaneously;
- tripping all the three circuit breakers for power source located in back bottom of two cabinets of the database

server, NEC Express5800/1320Xf.

- removing each power cord from each of eight clients, NEC Express5800/120Ri-2.

4. Stop the Driver.

5. Re-power and restart the database server, NEC Express5800/1320Xf. Re-power and restart eight clients, NEC
Express5800/120Ri-2.

6. On the NEC Express5800/1320Xf when Windows has started, execute StartSQL.cmd to start up Microsoft SQL
Server 2008. Then database recovery starts automatically. Microsoft SQL Server 2008 records timestamps out to the

TPC Benchmark™ E Full Disclosure Report 64 Feb 2008
Copyright © 2008 NEC Corporation



10.
11.

12.

13.

errorlog when the recovery procedure has begun. The timestamp defines the time when Business Recovery starts
(see Clause 7.5.6.4).

Once the SUT will accept Transactions, start submitting Transactions and ramp up to a Durability Throughput
Requirements (as defined in Clause 7.5.3) and satisfy those requirements for at least 20 minutes.

Note this time as the end of Business Recovery (see Clause 7.5.6.6).

Terminate the Driver gracefully.

Verify that no errors were reported by the Driver during steps 7 through 9.

Retrieve the new number of completed trades in the database by running: select count(*) as count2 from
SETTLEMENT

Compare the number of completed Trade-Result Transactions on the Driver to (count2 — countl). Verify that
(count2 - countl) is greater or equal to the aggregate number of successful Trade-Result Transaction records in the
Driver log file for the runs performed in step 2 and step 7. If there is an inequality, the SETTLEMENT table must
contain additional records and the difference must be less than or equal to the maximum number of Transactions
which can be simultaneously in-flight from the Driver to the SUT. This number is specific to the implementation of
the Driver and configuration settings at the time of the crash.

Verify consistency conditions as specified in Clause 7.3.1.1..

The Business Recovery Time was 03:11:25

Following is a graph of the measured throughput versus elapsed time that must be reported for the run portions of the Business
Recover Time test:
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60-Day Space

Clause 8 : Pricing Related Items

Details of the 60-Day Space computations (see Clause 8.2.2) along with proof that the database is configured to sustain a
Business Day of growth (see Clause 6.6.6.1) must be reported in the Report.

TPC-E Disk Space Requirements

Customers Used 570,000 Performance 1126.49 TpsE

Broker File Group Initial Rows Data (KB) Index size (KB) Extra 5% (KB) Total + 5% (KB) After run (KB) Growth (KB)
BROKER 5,700 320 608 46 974 1,280 352
CASH_TRANSACTION 9,061,605,048 898,644,688 1,894,792 45,026,974 945,566,454 926,805,072 26,265,592
CHARGE 15 8 8 1 17 16 -
COMMISSION_RATE 240 16 16 2 34 32 -
SETTLEMENT 9,849,600,000 483,361,888 1,020,128 24,219,101 508,601,117 508,745,696 24,363,680
TRADE 9,849,600,000 1,093,776,824 587,517,016 84,064,692 1,765,358,532 1,703,148,576 21,854,736
TRADE_HISTORY 23,639,047,628 677,822,376 1,767,784 33,979,508 713,569,668 682,458,736 2,868,576
TRADE_REQUEST - 8 8 1 17 16 -
TRADE_TYPE 5 8 1,032 52 1,092 1,040 -
Customer File Group

ACCOUNT_PERMISSION 4,046,551 404,880 2,672 20,378 427,930 407,552 -
CUSTOMER 570,000 96,720 26,456 6,159 129,335 123,216 40
CUSTOMER_ACCOUNT 2,850,000 264,848 316,464 29,066 610,378 581,312 -
CUSTOMER_TAXRATE 1,140,000 23,952 952 1,245 26,149 25,072 168
HOLDING 504,292,244 26,975,048 20,039,368 2,350,721 49,365,137 67,568,168 20,553,752
HOLDING_HISTORY 13,200,169,644 480,006,408 250,156,384 36,508,140 766,670,932 733,271,072 3,108,280
HOLDING_SUMMARY 28,352,062 970,336 4,304 48,732 1,023,372 1,951,576 976,936
WATCH_ITEM 57,069,639 1,579,528 6,568 79,305 1,665,401 1,586,440 344
WATCH_LIST 570,000 14,376 12,760 1,357 28,493 27,136 -
Market File Group

COMPANY 285,000 62,168 18,432 4,030 84,630 80,616 16
COMPANY_COMPETITOR 855,000 23,120 19,824 2,147 45,091 42,944 -
DAILY_MARKET 509,537,250 26,280,168 11,202,568 1,874,137 39,356,873 37,484,208 1,472
EXCHANGE 4 8 8 1 17 16 -
FINANCIAL 5,700,000 670,816 2,400 33,661 706,877 673,536 320
INDUSTRY 102 8 40 2 50 48 -
LAST_TRADE 390,450 18,440 928 968 20,336 37,408 18,040
NEWS_ITEM 570,000 61,798,696 1,008 3,089,985 64,889,689 61,799,752 48
NEWS_XREF 570,000 14,376 912 764 16,052 15,288 -
SECTOR 12 8 24 2 34 32 -
SECURITY 390,450 61,696 28,400 4,505 94,601 90,104 8
STATUS_TYPE 5 8 8 1 17 16 -
Misc File Group

ADDRESS 855,004 49,488 496 2,499 52,483 50,048 64
TAXRATE 320 24 16 2 42 56 16
ZIP_CODE 14,741 488 16 25 529 504 -
TOTALS (KB) 3,752,921,744 874,042,400 231,348,207 4,858,312,351

Initial Database Size (MB) 4,518,520 4413 GB

Db/Filegroups LUN Count Partition Size (KB) Allocated Size (MB) Loaded (MB) Loaded + 5% (MB)  After Run (MB) 8 Hours (MB)
misc_fg 1 362,807,296 354,304 49 52 49 50
broker_fg 60 94,371,840 5,529,600 3,658,015 3,840,916 3,731,602 3,814,508
market_fg 60 5,242,880 307,200 97,856 102,748 97,875 97,897
customer_fg 60 26,214,400 1,536,000 762,600 800,730 786,662 813,771
Settlements 15,255,429

Initial Growing Space (MB) 4,417,927

Final Growing Space (MB) 4,515,575 |Data LUNS 60 |Initial Log Size (MB) 3,079 [Log LUNS 1
Delta (MB) 97,648 |Disks per LUN 14 |Final Log Size (MB) 153,706 [Log Disks 20
Data Space per Trade (MB) 0.006400869|Disk Capacity (MB) 68,168 |Log Growth (MB) 150,627 (Disk Capacity (MB) 68,168
1 Day Data Growth (MB) 207,663 |RAID10 Overhead 50%|Log Space per Trade (MB) 0.009873693448 |RAID50 Overhead 20.0%)
60 Day Space (MB) 16,978,289 | Total Space (MB) 28,630,560 |1 Day Log Space (MB) 320,331 |Log Space (MB) 1,090,688
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Auditor’s Attestation Letter
The Auditor’s Attestation Letter, which indicates compliance, must be included in the Report.

INFORYSIZING

Eenichi Yamada

WEC Corporation

1-10 Nisshincho

Fuchu-City, Tokyo 183-8501, Japan

February 23, 2008
I venified the TPC Benchmark™ E performance of the following configuration:
Platform: NEC Express3800/1320Xf 32 sMm)

Operating system  Microsoft Windows Server 2008 for Itannm-based Systems
Database Manager:  Microsoft SQL Server 2008 Enterprise Edition

The results were:
CPUs 3 Trade-Fesult 20%
Speed Beancxy ks Respanse Time | PSE
Tier B, Server: NEC ExpressSS00/1320Xf (325Mm)
32 x Dual Core 517 GB
Intel Ttaniom (4 MBL3) 860x 73 GB 13EFC 021 Seconds 1.12649
0150M (1. 6GHz)
Tier A, Fight Clients: NEC Express5800/120Ri-2
2 x Dual Core 1GB
Intel Xeon 4MBL) 1x 36 GB SAS n'a n'a
5160 (3.0GHz)

In my opimion, these performance results were produced in compliance with the TPC
requirements for the benchmark.

The following venification items were given special attention:

»  All EGen components were verified to be v1.4.0.

* The transactions were cormrectly implemented.

* The database was properly scaled and populated for 570,000 customers.
*  The mandatory network between the dnver and the SUT was configured.
*  The ACID properties were met.

125 WIST ¥OMEDP STRITT ¢ Coi0kans FPRINGS, G0 B0QD7 » 7iG-47F3-7555 ® WWW.5SIFIRG.CnM
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» Input data was generated according to the specified percentages.

*  The reported response times were comectly measured.

= All 90 response times were under the specified maxmmms.

*  The measurement interval was representative of steady state conditions.
*  The reported measurement mterval was 120 mimites.

* The 60 day storage requirement was correctly computed and priced

* The system pricing was verified for major components and mamtenance.

Additional Aundit Notes:

1. The measured system mncluded (672) 36 GB disks dnves that were substituted by one for one
with 73 GB disks, m the priced configuration. Based on the specifications of these disks and
on 'O data collected dunng testing, it 1s my opimion that this substitrion has no significant
effect on performance.

2. The IA64 architecture of the server uses 80 bit precision for floating point operations. The
x64 architecture of the chients uses 64 bit. The difference in precision between x64 and TAG4
architectures causes the same computation to prodoce different results for one of the values
generated by EGen. This issue was addressed by updating the values populated in the
database (on IAG4) to match the values used by EGenDinver (on x64) during the
measurement. Further details are provided in the Full Disclosure Report.

Fespectfully Yours,
_'_'_‘_v-'-'-‘.
f,.f_/_-j.fﬂ;ﬁ et
Frangois Raab, President
125 WIST YONRGF STRITT » CoOl0Eans SPFRINGS, GO 0907 = FiG-473-7555 = wWwWwW.5I7IhG,cnM
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Clause 9 : Supporting Files

Supporting Files Index Table

An index for all files required by Clause 9.4 Supporting Files must be provided in the Report. The Supporting Files index is
presented in a tabular format where the columns specify the following:
The first column denotes the clause in the TPC Specification

The second column provides a short description of the file contents.

The third column contains the path name for the file starting at the SupportingFiles directory.
If there are no Supporting Files provided then the description column must indicate that there is no supporting file and the path

name column must be left blank.

Clause Description

path

filename

IntroductionDisk Configuration

SupportingFiles/Introduction/Hardware/

S2500diagram.doc
sydskmap_[1..8].bmp
mount.txt

mkmp.cmd
StorageSetup.doc

TierB(server) cofiguration

SupportingFiles/Introduction/Hardware/

TierB 1320Xf 120Ri2_setup.doc

TierA(client) setup

SupportingFiles/Introduction/Hardware/

TierA 120Ri2_setup.doc

Parameters

OS Tunable
Parameters

SupportingFiles/Introduction/software/

sp_configure.out
startSQL.cmd
syostune.doc
syhwTierB.out
syhwTierA_1.out
syhwTierA_2.out
syhwTierA_3.out
syhwTierA_4.out
syhwTierA_5.out
syhwTierA_6.out
syhwTierA_7.out
syhwTierA 8.out

Tier A Scripts

SupportingFiles/Introduction/software/

cel.cmd
ce2.cmd
ce3.cmd
ce4.cmd
ce5.cmd
ce6.cmd
ce7.cmd
ce8.cmd
mel.cmd
me2.cmd
me3.cmd
me4.cmd
me5.cmd
me6.cmd
me7.cmd
me8.cmd
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Clause2 Table creation
scripts

Index creation
scripts

SupportingFiles/Clause2/DDL/

Create_Check_Constraints_Fixed.sql
Create_Check_Constraints_Growing.sql
Create_Check_Constraints_Scaling.sql
Create_FK_Constraints.sql
Create_Tables_Fixed.sql

Create_Tables _Growing.sql
Create_Tables _Scaling.sql
Create_Tables_Scaling_Flat.sql
Create_TPCE_Types.sql
Convert_NI_ITEM_Data.sql
Drop_FK_Constraints.sql
Drop_Tables_and_Constraints_Fixed.sq|l
Drop_Tables_and_Constraints_Growing.sql
Drop_Tables_and_Constraints_Scaling.sql
Create_Clustered_Indexes_Fixed.sql
Create_Clustered_Indexes_Growing.sql
Create_Clustered_Indexes_Scaling.sql
Create_NC_Indexes_Fixed.sql
Create_NC_Indexes_Growing.sql

Create NC_Indexes_Scaling.sql

Load Transaction
Frames

SupportingFiles/Clause2/DML/

BrokerVolume.sql
CustomerPosition.sql
DataMaintenance.sql
MarketFeed.sql
MarketWatch.sql
SecurityDetail.sql
TradeLookup.sql
TradeOrder.sql
TradeResult.sql
TradeStatus.sql
TradeUpdate.sq|

Create Database

SupportingFiles/Clause2/

Backup.sql

Backup_devices.sql
Count_Customers.sql
Create_database.sql
Create_DM_Audit_Table.sql
Create_TID_Ranges_Tables.sql
CreateTimerTable.sql
Database_Options_1.sql
Database_Options_2.sql
Drop_and_Create_TPCE_INFO.sql
EndLoadTimer.sql
Get_Next_T_ID.sql
InstallLoadTimerProc.sql
Load_TPCE_Info.sql

MSTPCE Database Setup Reference.pdf
remove_database.sql
restore.sql
SQL_Server_Configuration.sql
tempdb.sql

Trade_Cleanup.sql

Version.sqgl

Database Space
Scripts

SupportingFiles/Clause2/audit_scripts/Space/

SPfiles.sql
SPlog.sql
SPUsed.sql

Database Audit
Scripts

SupportingFiles/Clause2/audit_scripts/database/

DB_Check.sql

DB_Tables.sql
DB_Primary_Key_Check.SQL
Create_DB_Audit_Tables.SQL
Drop_DB_Audit_Tables.SQL
Insert_Duplicates_Tests.sql
Referential Integrity Tests.sql
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Clause3

Transaction Frames

SupportingFiles/Clause3/

BrokerVolume.sq|
CustomerPosition.sql
DataMaintenance.sql
MarketFeed.sql
MarketWatch.sql
SecurityDetail.sql
TradeLookup.sql
TradeOrder.sql
TradeResult.sql
TradeStatus.sql
TradeUpdate.sql

BaseServer

SupportingFiles/Clause3/BaseServer/

BaseServer.cpp
BaseServer.h
BaseServer.vcproj
stdafx.cpp

stdafx.h
SUTServersLocals.h

SUT_CE_Server

SupportingFiles/Clause3/SUT_CE_Server/

CEServer.cpp
CEServer.h
CEServerMain.cpp
PortDefinitions.h
stdafx.cpp
stdafx.h
SUT_CE_Server.vcproj
SUTServer.ncb
SUTServer.sIn
SUTServer.suo
SUTStructs.h

SUT_MEE_Server

SupportingFiles/Clause3/SUT_MEE_Server/

MEEServer.cpp
MEEServer.h
MEEServerMain.cpp
stdafx.cpp

stdafx.h
SUT_MEE_Server.vcproj

TransactionsSP

SupportingFiles/Clause3/TransactionsSP/

BrokerVolumeDB_SP.cpp
BrokerVolumeDB_SP.h
CheckpointDB_SP.cpp
CheckpointDB_SP.h

CustomerPositionDB_SP.cpp
CustomerPositionDB_SP.h
DataMaintenanceDB_SP.cpp
DataMaintenanceDB_SP.h

MarketFeedDB_SP.cpp
MarketFeedDB_SP.h
MarketWatchDB_SP.cpp
MarketWatchDB_SP.h
SecurityDetailDB_SP.cpp
SecurityDetailDB_SP.h
stdafx.cpp

stdafx.h
TradeLookupDB_SP.cpp
TradeLookupDB_SP.h
TradeOrderDB_SP.cpp
TradeOrderDB_SP.h
TradeResultDB_SP.cpp
TradeResultDB_SP.h
TradeStatusDB_SP.cpp
TradeStatusDB_SP.h
TradeUpdateDB_SP.cpp
TradeUpdateDB_SP.h
TransactionsSP.vcproj
TxnHarnessDBBase.cpp
TxnHarnessDBBase.h
TxnHarnessDBConn.cpp
TxnHarnessDBConn.h

TxnHarness

SupportingFiles/Clause3/TxnHarness/

TxnHarness.vcproj
TxnHarness_stdafx.cpp
TxnHarness_stdafx.h

TxnHarnessSendToMarket.cpp
TxnHarnessSendToMarket.h

Clause 4

Not Required
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Clause5 Egen modifications

EGenlLoader extensions

EGenDriver SupportingFiles/Clause5/ 570000customes150x8drv_8cl.xml
Configuration EGENLOG.xIt

EGenLoader SupportingFiles/Clause5/ BuildSteps.log

Parameters EGenLoaderFrom1To08000.log

EGenLoaderFrom8001T017000.log
EGenLoaderFrom17001T026000.log
EGenLoaderFrom26001T035000.log
EGenLoaderFrom35001T044000.log
EGenLoaderFrom44001T053000.log
EGenLoaderFrom53001T062000.log
EGenLoaderFrom62001T071000.log
EGenLoaderFrom71001T080000.log
EGenLoaderFrom80001T089000.log
EGenLoaderFrom89001T097000.log
EGenLoaderFrom97001T0106000.log
EGenLoaderFrom106001T0115000.log
EGenLoaderFrom115001T0124000.log
EGenLoaderFrom124001T0133000.log
EGenLoaderFrom133001T0142000.log
EGenLoaderFrom142001T0151000.log
EGenLoaderFrom151001T0160000.log
EGenLoaderFrom160001T0169000.log
EGenLoaderFrom169001T0178000.log
EGenLoaderFrom178001T0187000.log
EGenLoaderFrom187001T0195000.log
EGenLoaderFrom195001T0204000.log
EGenLoaderFrom204001T0213000.log
EGenLoaderFrom213001T0222000.log
EGenLoaderFrom222001T0231000.log
EGenLoaderFrom231001T0240000.log
EGenLoaderFrom240001T0249000.log
EGenLoaderFrom249001T0258000.log
EGenLoaderFrom258001T0267000.log
EGenLoaderFrom267001T0276000.log
EGenLoaderFrom276001T0285000.log
EGenLoaderFrom285001T0293000.log
EGenLoaderFrom293001T0302000.log
EGenLoaderFrom302001T0311000.log
EGenLoaderFrom311001T0320000.log
EGenLoaderFrom320001T0329000.log
EGenLoaderFrom329001T0338000.log
EGenLoaderFrom338001T0347000.log
EGenLoaderFrom347001T0356000.log
EGenLoaderFrom356001T0365000.log
EGenLoaderFrom365001T0374000.log
EGenLoaderFrom374001T0382000.log
EGenLoaderFrom382001T0391000.log
EGenLoaderFrom391001T0400000.log
EGenLoaderFrom400001T0409000.log
EGenLoaderFrom409001T0418000.log
EGenLoaderFrom418001T0427000.log
EGenLoaderFrom427001To436000.log
EGenLoaderFrom436001T0445000.log
EGenLoaderFrom445001T0454000.log
EGenLoaderFrom454001To463000.log
EGenLoaderFrom463001To0472000.log
EGenLoaderFrom472001T0480000.log
EGenLoaderFrom480001T0489000.log
EGenLoaderFrom489001T0498000.log
EGenLoaderFrom498001T0507000.log
EGenLoaderFrom507001T0516000.log
EGenLoaderFrom516001T0525000.log
EGenLoaderFrom525001T0534000.log
EGenLoaderFrom534001T0543000.log
EGenLoaderFrom543001T0552000.log
EGenLoaderFrom552001T0561000.log
EGenLoaderFrom561001T0570000.log

EGenBuildOptions EGenLoader.vcproj
EGenValidate.vcproj
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Clause6b

EGenValidate

SupportingFiles/Clause6/

EGenValidate.out

Clause7

ACID procedures

SupportingFiles/Clause7/AcidProcs/

AcidProc.cmd
Remove_AcidProcs.cmd
AcidProc.out

SupportingFiles/Clause7/AcidProcs/Scripts/

AcidProc.vbs

CustomerPosition_ls03.sql
CustomerPosition_lso4.sql

Drop_SPROC.sql
Remove_AcidProcs.vbs
TradeOrder_C.sql
TradeOrder_lsol_1.sql
TradeOrder_lsol_2.sql
TradeOrder_lIso2.sql
TradeOrder_Iso3.sql
TradeOrder_lIso4.sql
TradeOrder_RB.sql
TradeResult_Isol_1.sql
TradeResult_lsol 2.sql
TradeResult_lso2_1.sql
TradeResult_lso2_2.sql
TradeResult_Is03.sql
TradeResult Iso4.sql

Atomicity Scripts

SupportingFiles/Clause7/Atomicity/
SupportingFiles/Clause7/Atomicity/Scripts/

Atomicity.cmd
Atomicity_C.sql
Atomicity_RB.sql
atom.vbs

Atomicity Output

SupportingFiles/Clause7/Atomicity/

Atomicity_C.out
Atomicity RB.out

Consistency Scripts

SupportingFiles/Clause7/Consistency/
SupportingFiles/Clause7/Consistency/Scripts/

Consistency.cmd
Consistency.sql
Consistency.vbs

Consistency Output

SupportingFiles/Clause7/Consistency/

Consistency.out

Isolation Scripts

SupportingFiles/Clause7/lsolation/Scripts/

Isolation1_S1.sql
Isolation1_S2.sql
Isolation1_S3.sql
Isolation1_S4.sql
Isolation2_S1.sql
Isolation2_S2.sql
Isolation2_S3.sql
Isolation2_S4.sql
Isolation3_S1.sql
Isolation3_S2.sql
Isolation3_S3.sql
Isolation4_S1.sql
Isolation4_S2.sql
Isolation4 S3.sqgl

Isolation Output

SupportingFiles/Clause7/lsolation/

Isol_S1.out
Isol_S2.out
Isol_S3.out
Isol_S4.out
Iso2_S1.out
1so2_S2.out
Iso2_S3.out
1so2_S4.out
1so3_S1.out
1s03_S2.out
I1so3_S3.out
Iso4_S1.out
Iso4_S2.out
Iso4 S3.out
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Durability Business
Recovery

SupportingFiles/Introduction/Hardware/

count1BR.out

Partl1Step.xIt
TxnReport20minsBRpre-failure.xls
TxnReportWholeBRpost-failure.xls
dblgBRpartl.out
DsymTierBoslg.out
DsymTierAoslg[1...8].out
Part2Step.xIt
TxnReport20minsBRpost-failure.xls
TxnReportWholeBRpost-failure.xls
dblgBRpart2.out

count2BR.out

Consistency2.out
BusinessRecoveryTimeGraph.xls

Durability Data
Accessibility

SupportingFiles/Clause7/Durability/DataAccessbility.

countl.sql

countlDA.out

pulledDataDisk.bmp
pulledLogDisk.bmp
pulledLogCont.bmp
rebuildingDataDisk.bmp
rebuildingLogDisk.bmp
rebuiltDataDisk.bmp
rebuiltLogDisk.bmp
SQLConsoleLog.DataAccessibility.txt
count2.sql

count2DA.out

stepDA.xIt
DataAccessibilityGraph.xls
DataAccessibility wholeRun_TxnReportE.xIg

Clause8 60-Day Space
Calculations

SupportingFiles/Clause8/

tpce_space.xIs
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Appendix A : Price Quotation

Microsoft Corporation Tel 425 882 8080

One Microsoft Way Fax 425 936 7329 M i C rOSOft

Redmond, WA 98052-6399 http://www.microsoft.com/

February 18, 2008

NEC Corporation

Keiichi Yamada

1-10 Nisshin-cho, Fuchu-shi
Tokyo, Japan 1838501

Here is the information you requested regarding pricing for several Microsoft products to be
used in conjunction with your TPC-E benchmark testing.

All pricing shown is in US Dollars ($).

Part

Number Description Unit Price Quantity Price

SQL Server 2008 Enterprise Edition for
Itanium-based systems

Per Processor License

Discount Schedule: Open Program - Level C
Unit Price reflects a 6% discount from the
retail unit price of $24,999.

$23,432 32 $749,824

Windows Server 2003 R2 Standard Edition
Server License Only - No CALs
P73-01972 Discount Schedule: Open Program - No Level $719 9 $6,471
Unit Price reflects a 28% discount from the
retail unit price of $999.

Microsoft Problem Resolution Services
N/A Professional Support $245 1 $245
(1 Incident)

Windows Server 2003 is currently orderable through Microsoft's normal distribution channels. A
list of Microsoft's resellers can be found at

http://www.microsoft.com/products/info/render.aspx?view=22&tvype=mnp&content
=22/licensing

SQL Server 2008 will be orderable and available by August 30, 2008.

Defect support is included in the purchase price. Additional support is available from Microsoft
PSS on an incident by incident basis at $245 per call.

This quote is valid for the next 90 days.

If we can be of any further assistance, please contact Jamie Reding at (425) 703-0510 or
jamiere@microsoft.com.

Reference ID: PEkeya0802180000009825.
Please include this Reference ID in any correspondence regarding this price quote.
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