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TPC-H Rev. 2.0

ES7000 Orion 130 Report Date

H 15 Oct 2002
Enterprlse Server Upgraded 28 Oct 2002

UNISYS

Total System Cost Composite Query per Hour Rating Price Performance
$988,328 47743  /QphH @ 300GB $207.02 /QphH @ 300GB
Database size Database Manager Operating System Other Software Availability Date
Microsoft SQL Server Microsoft Windows Windows 2000 Server
300 GB 2000 Enterprise .NET Datacenter w/ 11S 5.0 and COM+ 31 Mar 2003
Edition 64-bit Server 2003 64-bit Microsoft Visual C++
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Database Load Time = 8:30:00 Load included backup: Y Total Data Storage / Database Size = 20.16
RAID (Base tables): N RAID (Base tables and Auxilieary Data Structures): N RAID (All): N
System Configuration
Processors 16 x 1.0GHz Intel® Itanium2™ with 3MB Level 3 Cache
Memory 64 GB Main Memory
. 18 PCI Fibre Channel
Disk Controllers 1 PCI SCSI
Disk Drives 358 18GB FC (16.4 GB useable)

2 72GB FC (71.8 GB useable)
1 36GB SCSI (34.8 GB useable)

Total Disk Storage 6049.6 GB
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- TPC-H Rev. 2.0
UNiSYS ES7000 Orion 130 e
Enterprise Server 15 Oct 2002
Upgraded 28 Oct 2002
Third Party Extended 3 yr.Maint.
Description Part No. Brand  Price Unit Price  Qty. Price Price
Server Hardware:
SYS: ES7000-130 Orion, 16x1GHz Procs, 32GB Mem ES7004163-GS 1 $272,000 1 $272,000 $23,412
1x RAID Controller, 2x 36GB Disk (boot media) Included
Sentinel System Management S/W and Media Included
MEM: 4GB, 1 GB DIMMs MEM41-4GB 1 $5,485 8 $43,880
10: Module, PCI-Adapter Enclosure MOD3000-PClI 1 $1,723 2 $3,446
CTRL: Fibre Channel HBA, 2-Port, 64-bit PCI FCH720111-P64 1 $1,813 18 $32,634
CTRL: 10/100Mbs, 1 Ch., PCI ETH32112-PClI 1 $104 1 $104
I/F: Monitor, 17-inch Color, Kybrd, Mse & Cable ES70003-UIF 1 $544 1 $544
Server Subtotal $352,608 $23,412
Storage Hardware:
DISK: 18GB Drive, 15K FC, SCA ESM18304-F44 1 $864 358 $309,312 Spared
DISK: 18GB Drive, 15K FC, SCA 10% spares* ESM18304-F44 1 $864 36 $31,104
DISK: 73GB Drive, 10K FC, SCA ESM73203-F94 1 $1,718 2 $3,436 Spared
DISK: 73GB Drive, 10K FC, SCA 10% spares™ ESM73203-F94 1 $1,718 2 $3,436
DAE: Enclsr, FC JBOD 2 LCC w/ 0 Disk ESM702-JBD 1 $1,990 36 $71,640 $14,256
CBL: FC, 10 meter, DB9 Conn's, non-eql. CBL135-10 1 $193 18 $3,474
PWR: Distribution Strip, 9-Plug, 220V SFR9-PWR 1 $295 16 $4,720
CBL: Power, U.S. (Domestic), C20 - L6-20P USE1936-LC6 1 $126 16 $2,016
CAB: 36U x 19" x 34" Open Front Cabinet HRT361934-OFT 1 $1,473 4 $5,892
DOOR: 36U x 19", Rear HRT3619-RDR 1 $368 4 $1,472
PNL: 36U x 34" Side Skins, L&R HRT HRT3634-SDS 1 $589 4 $2,356
INSTL: Stablizer Foot RM1936-FOT 1 $126 4 $504
Storage Subtotal $404,822 $48,796
Server Software:
O/S: Microsoft Windows .NET Datacenter & SQL Server WNQ641616-LIT 2 1 $234,827 1 $234,827 $23,760
ACC: Microsoft Visual Studio Professional 6.0 Win32 659-00390 2 2 $1,079 1 $1,079 Inc. below
ACC: Microsoft Windows 2000 Server Resource Kit 2 2 $300 1 $300 Inc. below
SRVC: Microsoft 3-year Maintenance for SQL Server PRO-PRORS-16U-01 2 2 $1,950 3 $5,850
Software Subtotal $236,206 $29,610
Configuration Total $993,636 $101,818
Comark Large Volume Discount ($102,680)
Unisys Service Pre-Pay Discount (%4,446)
Notes:
1. 3rd Party Brand and Pricing: 1 = Comark supplied product and Unisys supplied Three Year Cost of Ownership:  $988,328
Maintenance price, 2 = Microsoft supplied pricing QphH @ 300GB: 4,774.3
2. HW & SW maintenance figured at 24 x 7 w/ 4 hr. max. response time for spares. $/ QphH@300GB: $207.02
3. *=10% spare disks added in place of onsite service.
4. This reflects SQL per processor pricing, which negates the need to price SQL CALs.
Benchmark results and test methodology audited by Lorna Livingtree of Performance Metrics, Inc.
Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually
negotiated discounts are not permitted. Special prices based on assumption about past or future purchases are not permitted. All discounts reflect
standard pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmarks specifications. If you find
that the stated prices are not available according to these terms, please inform the TPC at pricing@tpc.org. Thank You.
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UNISYS

ES7000 Orion 130

(16P 1GHz/3MB)

TPC-H Rev. 2.0

Report Date:
Upgraded 28 Oct 2002

15 Oct 2002

Measurement Results

Numerical Quantities Summary

Scale Factor 300
Total Data Storage / Database Size 20.16
Start of Database Load 10/1/2002 22:01:17
End of Database Load 10/2/2002 5:13:38
Start of Database Backup 10/2/2002 5:13:47
End of Database Backup 10/2/2002 6:31:26
Database Load Time 8:30:00
Query Streams for Throughput Test 6
TPC-H Power 6768.6
TPC-H Throughput 3367.6
Composite Query per Hour Rating(QphH@100GB) 4774.3
Total System Price Over 5 Years $988,328
TPC-H Price Performance Metric $207.02
Measurement Intervals
Measurement Interval in Throughput Test (Ts) 42333.2  seconds
Duration of Stream Execution:
Query Start Date/Time| RF1 Start Date/Time | RF2 Start Date/Time
Seed Query End Date/Time | RF1 End Date/Time RF2 End Date/Time Duration
Stream 0 1002051338 10/2/02 21:14:06 10/2/02 21:11:26 10/2/02 23:06:28 1:52:20
10/2/02 23:06:27 10/2/02 21:13:56 10/2/02 23:08:23
Stream 1 1002051339 10/2/02 23:08:27 10/2/02 23:08:26 10/3/02 10:20:03 11:08:36
10/3/02 10:17:03 10/3/02 10:19:58 10/3/02 10:22:19
Stream 2 1002051340 10/2/02 23:08:28 10/3/02 10:22:23 10/3/02 10:25:52 10:11:49
10/3/02 9:20:17 10/3/02 10:25:46 10/3/02 10:28:32
Stream 3 1002051341 10/2/02 23:08:29 10/3/02 10:28:36 10/3/02 10:32:04 9:42:14
10/3/02 8:50:43 10/3/02 10:31:57 10/3/02 10:34:48
Stream 4 1002051342 10/2/02 23:08:30 10/3/02 10:34:52 10/3/02 10:38:19 10:32:34
10/3/02 9:41:04 10/3/02 10:38:12 10/3/02 10:41:05
Stream 5 1002051343 10/2/02 23:08:32 10/3/02 10:41:10 10/3/02 10:44:48 10:15:47
10/3/02 9:24:19 10/3/02 10:44:44 10/3/02 10:47:36
Stream 6 1002051344 10/2/02 23:08:38 10/3/02 10:47:41 10/3/02 10:51:10 10:43:59
10/3/02 9:52:38 10/3/02 10:51:03 10/3/02 10:53:59
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UNISYS

ES7000 Orion 130

(16P 1GHz/3MB)

TPC-H Rev. 2.0

Report Date: 15 Oct 2002
Upgraded 28 Oct 2002

TPC-H Timing Intervals (in seconds):

Query Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
Stream 0 642.5 15.0 251.5 272.6 383.6 30.6 231.8 219.6
Stream 1 640.7 907.6 1021.2 255.7 1870.1 476.7 1346.6 2422.9
Stream 2 2117.6 403.8 739.4 994.1 1740.0 108.5 865.7 1527.8
Stream 3 1624.2 311.8 762.7 1002.1 1439.4 497.0 1302.5 2218.2
Stream 4 1837.6 812.7 610.7 1186.3 1775.2 484.8 553.0 1843.6
Stream 5 1662.7 418.4 876.2 822.3 1674.6 496.3 866.8 1176.9
Stream 6 1847.2 256.9 960.5 947.8 1212.8 497.7 1104.9 2688.2

Min Qi 640.7 256.9 610.7 255.7 1212.8 108.5 553.0 1176.9

Max Qi 2117.6 907.6 1021.2 1186.3 1870.1 497.7 1346.6 2688.2

Avg Qi 1621.7 518.5 828.5 868.1 1618.7 426.8 1006.6 1979.6

Query Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16
Stream 0 1018.2 266.3 84.8 276.8 301.0 32.7 45.8 423.0
Stream 1 1961.5 848.4 329.9 857.5 1811.9 2120.2 1248.5 576.0
Stream 2 6126.0 666.5 647.6 605.7 1188.6 3639.7 1660.7 793.2
Stream 3 5190.0 589.2 465.5 670.8 1345.8 2466.7 2572.5 403.0
Stream 4 5955.4 600.1 367.3 705.9 1567.5 2213.2 2139.2 493.4
Stream 5 5302.6 857.9 443.3 721.7 1459.3 2565.4 2200.0 483.1
Stream 6 6693.2 667.9 316.7 582.7 2402.4 3562.7 1124.4 617.9

Min Qi 1961.5 589.2 316.7 582.7 1188.6 2120.2 1124.4 403.0

Max Qi 6693.2 857.9 647.6 857.5 2402.4 3639.7 2572.5 793.2

Avg Qi 5204.8 705.0 428.4 690.7 1629.3 2761.3 1824.2 561.1

Query Q17 Q18 Q19 Q20 Q21 Q22 RF1 RF2
Stream 0 41.0 939.0 69.9 47.5 1082.1 64.9 150.6 1145
Stream 1 135.2 6131.6 119.0 9268.8 5700.4 65.7 40291.4 135.8
Stream 2 608.4 8189.6 182.1 306.9 3450.3 146.7 202.8 160.1
Stream 3 386.5 5752.6 923.3 233.0 4587.6 190.1 200.7 163.8
Stream 4 392.5 6201.8 1282.6 1522.7 5284.4 123.8 199.6 166.4
Stream 5 674.0 6844.4 1332.2 205.3 5737.1 126.8 214.0 168.2
Stream 6 46.5 4100.2 1764.3 5496.1 1595.3 153.0 201.4 169.5

Min Qi 46.5 4100.2 119.0 205.3 1595.3 65.7 199.6 135.8

Max Qi 674.0 8189.6 1764.3 9268.8 5737.1 190.1 40291.4 169.5

Avg Qi 373.9 6203.4 933.9 2838.8 4392.5 134.4 6885.0 160.6
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PERFORMANCE METRICS INC.
TPC Certified Auditors

October 15, 2002

Jerrold Buggert

Director of Modeling and Measurement
Unisys Corporation

25725 Jeronimo Road

Mission Viejo, CA 92691

I have verified the TPC Benchmark™ H for the following configuration:

Platform: Unisys ES7000 Orion 130 Enterprise Server
Database Manager: Microsoft SQL Server 2000 Enterprise Edition 64-bit
Operating System: Microsoft Windows .NET Datacenter Server 2003 64-bit
CPU’s Memory Total Disks QppH@300GB | QthH@300GB | QphH@300GB
16 Itanium2 @ 358 @18 GB
1.0 Ghz 64 GB 2@72GB 6,768.6 3,367.6 4,774.3
1@ 36GB

In my opinion, these performance results were produced in compliance with the TPC requirements for the benchmark.
The following attributes of the benchmark were given special attention:

e The database tables were defined with the proper columns, layout and sizes.

»  The tested database was correctly scaled and populated for 300GB using DBGEN. The version of
DBGEN was 1.3.0.

e The qualification database layout was identical to the tested database except for the size of the files.
e The query text was verified to use only compliant variants and minor modifications.

»  The executable query text was generated by QGEN and submitted through Microsoft’s standard OSQL
interactive interface. The version of QGEN was 1.3.0.

»  The validation of the query text against the qualification database produced compliant results.

«  The refresh functions were properly implemented and executed the correct number of inserts and deletes.
e The load timing was properly measured and reported.

»  The execution times were correctly measured.

e The performance metrics were correctly computed.

»  The repeatability of the measurement was verified.

»  The ACID properties were tested and verified.

«  Sufficient mirrored log space was present on the tested system.

e The system pricing was checked for major components and maintenance.

137 Yankton St. Suite 101, Folsom, CA 95630 Page vii
(916) 985-1131 fax: (916) 985-1185 email: Lorna@PerfMetrics.com



PERFORMANCE METRICS INC.
TPC Certified Auditors

»  The executive summary pages of the FDR were verified for accuracy.

Auditor’s Notes:

None.

Sincerely,

Lorna Livingtree
Auditor
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Microsoft Corporation
One Microsoft Way

Tel 425 882 8080
Fax 425 936 7329

Redmond, WA 98052-6399 http://www.microsoft.com/

Unisys Corporation

Bob Murphy
M/S 4683
PO Box 64942

St. Paul, MN 55164-0942

Mr. Murphy:

Here is the information you requested regarding pricing for several Microsoft products to
be used in conjunction with your TPC-H benchmark testing.

All pricing shown is in US Dollars ($).

Microsoft

October 11, 2002

Part s . . . .
Number Description Unit Price Quantity Price
659-00390 Vlsu_al Studio Pr_ofessmnal 6.0 Win32 $1,079 1 $1,079
No discounts applied
N/A Wln(_jows 2000 S_erver Resource Kit $300 1 $300
No discounts applied
Database Server Support Package
PRO-PRORS-16U-01 |4 vear Term $1,950 5 $9,750

Some products may not be currently orderable but will be available through Microsoft's

normal distribution channels by December 31, 2002.

This quote is valid for the next 90 days.

If we can be of any further assistance, please contact Jamie Reding at
(425) 703-0510 or jamiere@microsoft.com.

Reference ID: PHbomu0211103275
Please include this Reference ID in any correspondence regarding this price quote.
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Quote # DM021008-UN0O09
Oct 8, 2002

COMARK

N N N

Advanced Systems Division

To: Unisys Corporation  tec-H
[ty | Prod# | Description | Unit Price | Net Price
ES7000 Server
1 ES7004163-GS SYS: ES7000-130 Orion, 16x1GHz Procs, 32GB Mem $272,000.00 $272,000.00
8 MEM41-4GB MEM: 4GB, 1 GB DIMMs $5,485.00 $43,880.00
2 MOD3000-PClI 10: Module, PCI-Adapter Enclosure $1,723.00 $3,446.00
18 FCH720111-P64 CTRL: Fibre Channel HBA, 2-Port, 64-bit PCI $1,813.00 $32,634.00
1 ETH32112-PCI CTRL: 10/100Mbs, 1 Ch., PCI $104.00 $104.00
1 ES70003-UIF I/F: Monitor, 17-inch Color, Kybrd, Mse & Cable $544.00 $544.00
1 WNQ641616-LIT O/S: Microsoft Windows .NET Datacenter & SQL Server $234,827.00 $234,827.00
ESM700 Storage
394 ESM18304-F44 DISK: 18GB Drive, 15K FC, SCA + 10% spares $864.00 $340,416.00
4 ESM73203-F94 DISK: 73GB Drive, 10K FC, SCA + 10% spares $1,718.00 $6,872.00
36 ESM702-JBD DAE: Enclsr, FC JBOD 2 LCC w/ 0 Disk $1,990.00 $71,640.00
18 CBL135-10 CBL: FC, 10 meter, DB9 Conn's, non-eq|. $193.00 $3,474.00
16 SFR9-PWR PWR: Distribution Strip, 9-Plug, 220V $295.00 $4,720.00
16 USE1936-LC6 CBL: Power, U.S. (Domestic), C20 - L6-20P $126.00 $2,016.00
4 HRT361934-OFT CAB: 36U x 19" x 34" Open Front Cabinet $1,473.00 $5,892.00
4 HRT3619-RDR DOOR: 36U x 19", Rear $368.00 $1,472.00
4 HRT3634-SDS PNL: 36U x 34" Side Skins, L&R HRT $589.00 $2,356.00
4 RM1936-FOT INSTL: Stablizer Foot $126.00 $504.00
1 Large Volume Cash Discount -$102,680.00 -$102,680.00
Prices may vary when items are purchased separately.
Disks come with a 5 year return-to-factory warranty,
7 day replenishment. Quote valid for 90 days.
TOTAL | $924,117.00
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PREFACE

Document Overview

This report documents the methodology and results of the TPC Benchmark™ H (TPC-H) test conducted on
the Unisys ES7000 Orion 130 using Microsoft SQL Server 2000 Enterprise Edition 64-bit, in conformance
with the requirements of the TPC Benchmark™H Standard Specification Revision 1.5.0. The tests
documented in this report were sponsored by Unisys Corporation. The operating system used for the
benchmark was Microsoft Windows .NET Datacenter Server 2003 64-bit.

The Transaction Processing Performance Council (TPC) developed the TPC-H Benchmark. The TPC
Benchmark™ H Standard represents an effort by Unisys Corporation and other members of the
Transaction Processing Performance Council (TPC) to create an industry-wide benchmark for evaluating
the performance and price/performance of decision support systems, and to disseminate objective,
verifiable performance data to the data processing industry.

A certified audit of these measurements and the reported results was performed by Lorna Livingtree of
Performance Metrics Inc. (Folsom, CA). She has verified compliance with the relevant TPC Benchmark™
H specifications; audited the benchmark configuration, environment, and methodology used to produce
and validate the test results; and audited the pricing model used to calculate the price/ performance. The
auditor’s letter of attestation is attached to the Executive Summary and precedes this section.

TPC Benchmark™H Overview

The TPC Benchmark™H (TPC-H) is a decision support benchmark. It consists of a suite of business
oriented ad-hoc queries and concurrent updates. The queries and the data populating the database have
been chosen to have broad industry-wide relevance while maintaining a sufficient degree of ease of
implementation. This benchmark illustrates decision support systems that:

« Examine large volumes of data;

» Execute queries with a high degree of complexity;

* Give answers to critical business questions.

TPC-H evaluates the performance of various decision support systems by the execution of sets of queries
against a standard database under controlled conditions. The TPC-H queries:

»  Give answers to real-world business questions;

»  Simulate generated ad-hoc queries (e.g., via a point and click GUI interface);

e Are far more complex than most OLTP transactions;

e Include a rich breadth of operators and selectivity constraints;

»  Generate intensive activity on the part of the database server component of the system under test;

«  Are executed against a database complying to specific population and scaling requirements;

« Are implemented with constraints derived from staying closely synchronized with an on-line production database.

The TPC-H operations are modeled as follows:

Unisys TPC Benchmark-H Full Disclosure Report Unisys Part Number 6860 4909-000, Rev B
Unisys ES700 Orion 130 Enterprise Server Page xi



* The database is continuously available 24 hours a day, 7 days a week, for ad-hoc queries from multiple
end users and updates against all tables, except possibly during infrequent (e.g., once a month)
maintenance sessions;

* The TPC-H database tracks, possibly with some delay, the state of the OLTP database through on-
going updates which batch together a number of modifications impacting some part of the decision
support database;

» Due to the world-wide nature of the business data stored in the TPC-H database, the queries and the
updates may be executed against the database at any time, especially in relation to each other. In
addition, this mix of queries and updates is subject to specific ACIDity requirements, since queries and
updates may execute concurrently;

* To achieve the optimal compromise between performance and operational requirements the database
administrator can set, once and for all, the locking levels and the concurrent scheduling rules for
gueries and updates.

The minimum database required to run the benchmark holds business data from 10,000 suppliers. It
contains almost ten million rows representing a raw storage capacity of about 1 gigabyte. Compliant
benchmark implementations may also use one of the larger permissible database populations (e.g.,
300 gigabytes), as defined in Clause 4.1.3.

The performance metric reported by TPC-H is called the TPC-H Composite Query-per-Hour Performance
Metric (QphH@Size), and reflects multiple aspects of the capability of the system to process queries. These
aspects include the selected database size against which the queries are executed, the query processing
power when queries are submitted by a single stream, and the query throughput when queries are
submitted by multiple concurrent users. The TPC-H Price/Performance metric is expressed as
$/QphH@Size. To be compliant with the TPC-H standard, all references to TPC-H results for a given
configuration must include all required reporting components. The TPC believes that comparisons of TPC-
H results measured against different database sizes are misleading and discourages such comparisons.

The TPC-H database must be implemented using a commercially available database management system
(DBMS) and the queries executed via an interface using dynamic SQL. The specification provides for
variants of SQL, as implementers are not required to have implemented a specific SQL standard in full.
TPC-H uses terminology and metrics that are similar to other benchmarks, originated by the TPC and
others. Such similarity in terminology does not in any way imply that TPC-H results are comparable to
other benchmarks. The only benchmark results comparable to TPC-H are other TPC-H results compliant
with the same revision.

Despite the fact that this benchmark offers a rich environment representative of many decision support systems, this
benchmark does not reflect the entire range of decision support requirements. In addition, the extent to which a customer
can achieve the results reported by a vendor is highly dependent on how closely TPC-H approximates the customer
application. The relative performance of systems derived from this benchmark does not necessarily hold for other
workloads or environments. Extrapolations to any other environment are not recommended.

Benchmark results are highly dependent upon workload, specific application requirements, and systems
design and implementation. Relative system performance will vary as a result of these and other factors.
Therefore, TPC-H should not be used as a substitute for a specific customer application benchmarking
when critical capacity planning and/or product evaluation decisions are contemplated.

Benchmark sponsors are permitted several possible system designs, provided that they adhere to the
model described in Clause 6. A full disclosure report (FDR) of the implementation details, as specified in
Clause 8, must be made available along with the reported results.

Unisys TPC Benchmark-H Full Disclosure Report Unisys Part Number 6860 4909-000, Rev B
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General Implementation Guidelines

The purpose of TPC benchmarks is to provide relevant, objective performance data to industry users. To
achieve that purpose, TPC benchmark specifications require that benchmark tests be implemented with
systems, products, technologies and pricing that:

» Are generally available to users;

» Are relevant to the market segment that the individual TPC benchmark models or represents (e.g.
TPC-H models and represents complex, high data volume, decision support environments);

*  Would plausibly be implemented by a significant number of users in the market segment the
benchmark models or represents.

A Table of Contents follows after this page.

Related Product Information

The TPC Benchmark™ H Standard requires that test sponsors provide a Full Disclosure Report in
addition to published results. You can obtain copies of the test results as well as additional copies of this
full disclosure report by sending a request to the following address:

Unisys Corporation

TPC Benchmark Administrator, MS 4683
Systems Analysis Modeling & Measurement
PO Box 64942

Saint Paul, MN 55164-0942

Unisys TPC Benchmark-H Full Disclosure Report Unisys Part Number 6860 4909-000, Rev B
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1. GENERAL ITEMS

1.1 Benchmark Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.

This TPC benchmark H was sponsored by Unisys Corporation. The benchmark test was developed by Microsoft and Unisys. The
benchmark was conducted at Unisys, Roseville, Minnesota.

1.2 Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been changed from the
defaults found in actual products, including but not limited to:

« Data Base tuning options;

e Optimizer/Query execution options;

* Query Processing tool/language configuration parameters;

* Recovery/commit options;

» Consistency/locking options;

» Operating system and configuration parameters;

e Configuration parameters and options for any other software component incorporated into the pricing structure;
e Compiler optimization options.

Comment 1: In the event that some parameters and options are set multiple times, it must be easily discernible by an interested reader
when the parameter or option was modified and what new value it received each time.

Comment 2: This requirement can be satisfied by providing a full list of all parameters and options, as long as all those that have been
modified from their default values have been clearly identified and these parameters and options are only set once.

Details of system and database configurations and parameters are provided in Appendixes A and B.

1.3 Configuration Diagrams

Diagrams of both measured and priced configurations must be provided, accompanied by a description of the

differences. This includes, but is not limited to:

*  Number and type of processors;

» Size of allocated memory, and any specific mapping/partitioning of memory unique to the test;

* Number and type of disk units (and controllers, if applicable);

e Number of channels or bus connections to disk units, including their protocol type;

Number of LAN (e.g. Ethernet) connections, including routers, work stations, terminals, etc., that were physically
used in the test or are incorporated into the pricing structure;

e Type and run-time execution location of software components (e.g., DBMS, query processing tools/languages,
middle-ware components, software drivers, etc.).

The SUT and priced system are identical. The priced configuration is shown in the diagram that follows.
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ES7000 Orion 130
(16) 1 GHz Itanium 2 CPUs _
Each with 3 MB L3 Cache 358 18-GB Disks

64 GB Memory 2 73-GB Disks

2 Internal Disks

18 Fibre PCI Cards

1 LAN Card

*The priced system does not include the rack mounts for the system console and keyboard.

See Section 5.2 for a more detailed summary of the configuration of the controllers and disks.

Figure 1.1 Benchmark and Priced Configuration for ES7000 Orion 130
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2. CLAUSE 1: LOGICAL DATA BASE DESIGN

2.1 Table Definitions
Listings must be provided for all table definition statements and all other statements used to setup the test and qualification databases.

Appendix B contains the scripts that define, create, and analyze the tables and indexes for the TPC-H database.

2.2 Database Organization

The physical organization of tables and indices, within the test and qualification databases, must be disclosed. If the
column ordering of any table is different from that specified in Clause 1.4, it must be noted.

Clustered indexes were used. See Appendix B, which contains the database and table creation statements.

2.3. Horizontal Partitioning

Horizontal partitioning of base tables or auxiliary structures created by database directives is allowed. Groups of
rows from a table or auxiliary structure may be assigned to different files, disks, or areas. If this assignment is a
function of data in the table or auxiliary structure, the assignment must be based on the value of a partitioning field.
A partitioning field must be one and only one of the following:

e Aprimary
» Aforeign

* Asingle date column

Some partitioning schemes require the use of directives that specify explicit values for the partitioning field. If such
directives are used they must satisfy the following conditions:

e They may not rely on any knowledge of the data stored in the table except the minimum and maximum values of
columns used for the partitioning field.

* Within the limitations of integer division, they must define each partition to accept an equal portion of the range
between the minimum and maximum values of the partitioning column(s).

* The directives must allow the insertion of values of the partitioning column(s) outside the range covered by the
minimum and maximum values.

Multiple-level partitioning of base tables or auxiliary structures is allowed only if each level of partitioning satisfies
the conditions stated above and each level references only one partitioning field as defined above. If implemented, the
details of such partitioning must be disclosed.

Horizontal partitioning was not used. See Appendix B, which contains the database and table creation statements.
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2.4 Vertical Partitioning
Vertical partitioning of tables is not allowed. For example, groups of columns of one row shall not be assigned to files, disks, or areas

different from those storing the other columns of that row. The row must be processed as an atomic series of contiguous columns.

Comment: The effect of vertical partitioning is to reduce the effective row size accessed by the system. Given the
synthetic nature of this benchmark, the effect of vertical partitioning is achieved by the choice of row sizes. No further
vertical partitioning of the data set is allowed. Specifically, the above Clause prohibits assigning one or more of the
columns not accessed by the TPC-H query set to a vertical partition.

Vertical partitioning was not used. See Appendix B, which contains the database and table creation statements.

2.5 Replication
Any replication of physical objects must be disclosed and must conform to the requirements of Clausel.5.6.

No replication was used. See Appendix B, which contains the database and table creation statements.
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3. CLAUSE 2: QUERIES AND UPDATE FUNCTIONS

3.1 Query Language
The query language used to implement the queries must be identified.

SQL was the query language used to implement all queries.

3.2 Random Number Generation

The method of verification for the random number generation must be described unless the supplied DBGEN and
QGEN were used.

DBGEN Version 1.3.0 and QGEN version 1.3.0 were used to generate random numbers for these runs.

3.3 Substitution Parameters

The method used to generate values for substitution parameters must be disclosed. If QGEN is not used for this
purpose, then the source code of any non-commercial tool used must be disclosed. If QGEN is used, the version
number, release number, modification number and patch level of QGEN must be disclosed.

The supplied QGEN version 1.3.0 was used.

3.4 Query Text and Output Data from Qualification Database

The executable query text used for query validation must be disclosed along with the corresponding output data
generated during the execution of the query text against the qualification database. If minor modifications (see Clause
2.2.3) have been applied to any functional query definitions or approved variants in order to obtain executable query
text, these modifications must be disclosed and justified. The justification for a particular minor query modification
can apply collectively to all queries for which it has been used. The output data for the power and throughput tests
must be made available electronically upon request.

Appendix C contains the query text and query output. The minor query modifications used in this implementation The following
allowed minor query modifications were used in this implementation:

»  The “dateadd” function is used to perform date arithmetic in Q1, Q4, Q5, Q6, Q10, Q12, Q14 , Q15 and Q20.
»  The “datepart” function is used to extract part of a date (“YY”) in Q7, Q8 and Q9.
e The “top” function is used to restrict the number of output rows in Q2, Q3, Q10, Q18 and Q21.

35 Query Substitution Parameters and Seeds
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All the query substitution parameters used during the performance test must be disclosed in tabular format, along
with the seeds used to generate these parameters.

Appendix D contains the seed and query substitution parameters.

3.6 Query Isolation Level

The isolation level used to run the queries must be disclosed. If the isolation level does not map closely to one of the isolation levels
defined in Clause 3.4, additional descriptive detail must be provided.

The queries and transactions were run with the isolation level “Level 1.”

3.7 Source Code of Refresh Functions

The details of how the refresh functions were implemented must be disclosed (including source code of any non-commercial program
used).

The refresh function is part of the implementation-specific driver code included in Appendix E.
3.8 Database Maintenance Option

The details of the database maintenance option selected (i.e., reset or evolve) must be disclosed (including source code of any non-
commercial program used).

This implementation of the TPC-H benchmark uses the reset option.
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4. CLAUSE 3: DATABASE SYSTEM PROPERTIES

4.1 Atomicity

The results of the ACID tests must be disclosed along with a description of how the ACID requirements were met.
This includes disclosing the code written to implement the Acid transaction and Query.

4.1.1 Completed Transaction

Perform the Acid transaction for a randomly selected set of input data and verify that the appropriate rows have been
changed in the ORDER, LINEITEM, and HISTORY tables.

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for a randomly selected
order key.

2. The Acid transaction was performed using the order key from Step 1.

3. The Acid transaction was committed.

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for the same order key
used in Step 1. It was verified that the appropriate rows had been inserted.

4.1.2 Aborted Transaction

Perform the Acid transaction for a randomly selected set of input data, substituting a ROLLBACK of the transaction
for the COMMIT of the transaction. Verify that the appropriate rows have not been changed in the ORDER,
LINEITEM, and HISTORY tables.

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for a
randomly selected order key.

2. The Acid transaction was performed using the order key from Step 1. The transaction was stopped prior to the
commit.

The Acid transaction was ROLLED BACK.

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for the
same order key used in Step 1. It was verified that the appropriate rows had not been changed.

4.2 Consistency

Consistency is the property of the application that requires any execution of transactions to take the database from one
consistent state to another.

4.2.1 Consistency Test
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Verify that ORDER and LINEITEM tables are initially consistent, submit the required number of Acid transactions
with randomly selected input parameters, and re-verify the consistency of the ORDER and LINEITEM tables.

The consistency of the ORDER and LINEITEM tables was verified based on randomly selected values of the column
O_ORDERKEY.

More than 100 Acid transactions were submitted from each of two execution streams.

1. The consistency of the ORDER and LINEITEM tables was re-verified.

4.3 Isolation

Operations of concurrent transactions must yield results which are indistinguishable from the results which would be
obtained by forcing each transaction to be serially executed to completion in some order.

431 Read-Write Conflict with Commit

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is committed.

1. An Acid transaction was started for a randomly selected O_KEY, L_KEY, and DELTA. The Acid
transaction was suspended prior to COMMIT.

2. An ACID query was started for the same O_KEY used in Step 1. The ACID query completed and did not
see the uncommitted changes made by the Acid transaction.

3. The Acid transaction was COMMITTED.

4.3.2 Read-Write Conflict with Rollback

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is rolled back.

1. An ACID transaction was started for a randomly selected O_KEY, L_KEY, and DELA. The ACID
transaction was suspended prior to ROLLBACK.

2. An ACID query was started for the same O_KEY used in Step 1. The ACID query did not see the
uncommitted changes made by the ACID transaction.

3. The ACID transaction was ROLLED BACK.

4. The ACID query completed.

4.3.3  Write-Write Conflict with Commit
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is committed.

1. An ACID transaction, T1, was started for a randomly selected O_KEY, L_KEY, and DELTA. The ACID
transaction was suspended prior to COMMIT.
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2. Another ACID transaction, T2, was started using the same O_KEY and L_KEY and a randomly selected
DELTA.

3. T2 waited.
4. T1 was allowed to COMMIT and T2 completed.

5. It was verified that T2.L_EXTENDEDPRICE was calculated correctly.
T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE +(DELTAL*(T1.L_EXTENDEDPRICE/TL.L_QUANTITY))

4.3.4  Write-Write Conflict with Rollback
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is rolled back.

1. An Acid transaction, T1, was started for a randomly selected O_KEY, L_KEY, and DELTA. The Acid
transaction was suspended prior to ROLLBACK.

2. Another Acid transaction, T2, was started using the same O_KEY and L_KEY and a different randomly
selected DELA.

3. T2 waited
4. T1 was allowed to ROLLBACK and T2 completed

5. Itwas verified that T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE.

4.3.5 Concurrent Progress of Read and Write on Different Tables

Demonstrate the ability of read and write transactions affecting different database tables to make progress
concurrently.

1. An ACID Transaction, T1, was started for a randomly selected O_KEY, L_KEY, and DELTA. T1 was suspended prior
to COMMIT.

2. Another ACID transaction, T2 was started using random values for PS_PARTKEY and PS_SUPPKEY.
3. ACID Transaction T2 completed.

4. ACID transaction T1 completed and the appropriate rows in the ORDER, LINEITEM, and HISTORY tables were
changed.

4.3.6 Updates not Indefinitely Delayed by Reads on Same Table

Demonstrate that the continuous submission of arbitrary (read-only) queries against one or more tables of the
database does not indefinitely delay update transactions affecting those tables from making progress.

1. An ACID transaction, T1, was started, executing Q1 against the qualification database. The substitution parameter was
chosen from the interval [0..2159] so that the query ran for a sufficient length of time.
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2. Before T1 completed, an ACID transaction, T2, was started using randomly selected values of O_KEY, L_KEY and
DELTA.

3. T2 completed before T1 completed. Verified that the appropriate rows in ORDER, LINEITEM and HISTORY tables

have been changed.

4.4 Durability

The tested system must guarantee durability: the ability to preserve the effects of committed transactions and insure
database consistency after recovery from any one of the failures listed in Clause 3.5.2

4.4.1 Failure of a Durable Medium and System Crash

Guarantee the database and committed updates are preserved across a permanent irrecoverable failure of any single
durable medium containing TPC-H database tables or recovery log tables.

The database logs were placed on software mirrored volumes.

The tables for the database were stored on raw partitions, on two drives of the same characteristics as the drives
used for the test database, and the two drives were on one controller.

1. The datafiles were backed up to an alternate disk media.
2. Seven streams of ACID transactions were started.

3. After at least 100 transactions had occurred on each stream and the streams were still running when
one side of the software mirrored set of logs was removed.

4. After it was determined that the test would still run with the loss of a log disk, and after running at
least another 100 transactions on each stream, a data disk was removed.

5. The seven streams of ACID transactions failed and recorded their numbers of committed transactions in
success files.

6. The database was brought down.

7. Two new drives were used to replace the removed log and data disks.

8. The datafiles were restored to their state prior to the ACID transaction streams.
9. The database ran through its recovery mode.

10. The counts in the success files and the HISTORY table count were compared and the counts matched.

4.4.2  System Crash

Guarantee the database and committed updates are preserved across an instantaneous interruption (system
crash/system hang) in processing which requires the system to reboot to recover.

The system crash and memory failure tests were combined.
1. Seven streams of ACID transactions were started.
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2. After at least 100 transactions had occurred on each stream, and the streams of ACID transactions were
still running, the system was powered off.

3. When power was restored the system rebooted and the database was restarted.
4. The database went through a recovery period.

5. The success file and the HISTORY table counts were compared, and they matched.

4.4.3 Memory Failure

Guarantee the database and committed updates are preserved across failure of all or part of memory (loss of
contents).

The system crash and memory failure tests were combined. See the previous section.
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5. CLAUSE 4: SCALING AND DATABASE POPULATION

51 Cardinality of Tables

The cardinality (e.g., the number of rows) of each table of the test database, as it existed at the completion of the
database load (see Clause 4.2.5), must be disclosed.

TABLE # of ROWS
Orders 450,000,000
Lineitem 1,799,989,091
Customer 45,000,000
Parts 60,000,000
Supplier 3,000,000
Partsupp 240,000,000
Nation 25
Region 5
5.2 Distribution of Tables and Logs Across Media

The distribution of tables and logs across all media must be explicitly described using a format similar to that shown in the following
example for both the tested and priced systems.

The SUT had 360 external drives and 1 internal drive. The priced systems has 360 external drives and 2 internal drives.
Utilization of the drives. Test database components:

» 350 drives for the 300GB database. See Appendix F for exact disk configuration.

» Lineitem, General and Tempdb file groups, consisting of 350 logical single volumes each, mounted as junction points.

e 12 logical drives used for the backup devices of the 300GB database. Each logical drive consists of 5 disk partitions, formatted as
software Raid-5. The database backup files were stored on the same physical drives as the database.

e The Tpch300g log was placed on 2 mirrored drives, 72GB each drive, using 45GB on each one of the drives.

e The operating system, Microsoft Windows .NET Datacenter Server 2003 64-bit, and Microsoft SQL Server 2000 Enterprise
Edition 64-bit, as well as the operating system page file, were installed on one internal 18GB drive and 20 external drives.
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Disk Partition Description (See App. F)
Cntrir | # Drives |Lineitem FG|General FG| Tempdb Other allocation (*)

1 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
2 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
3 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
4 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
5 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
6 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
7 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
8 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
9 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
10 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
11 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
12 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
13 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
14 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
15 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
16 20 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive
17 18 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive

1 45GB db Log - Mirror 28GB non-db space/drive

1 17GB non-db space/drive
18 12 2.34GB/drive | 0.6GB/drive |1.46GB/drive| 12.43GB non-db space/drive

1 10GB Tempdb Log 7GB non-db space/drive

1 45GB db Log - Mirror 28GB non-db space/drive

6 17GB non-db space/drive

Internal 1 Operating System, Database Manager, Page File

*) 148 Dynamic disks and 212 Basic disks
12 Backup devices, using 5 drives per device, formatted as RAID-5
43 drives used for Flat Files
20 drives used for additional page file
2 drives, mirrored, used for mount/junction points
4 full drives used for ACID tests & 2 drives used for Acid db backup

5.3

Partitions/Replications Mapping

The mapping of data base partitions/replications must be explicitly described.

Comment: The intent is to provide sufficient detail about partitioning and replication to allow independent reconstruction of the test
database.

Database partitioning and replication were not used.
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5.4 Use of RAID
Implementations may use some form of RAID . The RAID level used must be disclosed for each device.

No hardware RAID was used in the implementation. The log file for the qualification and test database was stored on a drive, which
was software mirrored.

55 DBGEN Modifications

The version number, release number, modification number, and patch level of DBGEN must be disclosed. Any modifications to the
DBGEN source code must be disclosed. In the event that a program other than DBGEN was used to populate the database, it must be
disclosed in its entirety.

The supplied DBGEN 1.3.0 was used for populating the database.

5.6 Database Load Time

The database load time for the test database (see Clause 4.3) must be disclosed

The Numerical Quantities summary (pp. v) contains the database load time, which was 8:30:09.

5.7 Data Storage Ratio

The data storage ratio must be disclosed. It is computed by dividing the total data storage of the priced configuration (expressed in
GB) by the size chosen for the test database. The ratio must be reported to the nearest 1/100th, rounded up. For example, a system
configured with 96 disks of 2.1 GB capacity for a 100GB test database has a data storage ratio of 2.02.

Comment: For the reporting of configured disk capacity, gigabyte (GB) is defined to be 2*30 bytes. Since disk manufacturers
typically report disk size using base ten (i.e., GB = 10"9), it may be necessary to convert the advertised size from base ten to base two.

The Numerical Quantities summary (pp. v) contains the data storage ratio (20.64) for the system used.

5.8 Database Loading

The details of the database load must be disclosed, including a block diagram illustrating the overall process.
Disclosure of the load procedure includes all steps, scripts, input and configuration files required to completely
reproduce the test and qualification databases.

The following steps were used to load the database:

1) DBGEN version 1.3.0 was used to create flat files.

2) SQL Server 2000 was used to define the database, to define tables, and to load the tables via a “bulk insert” command.

3) Clustered indexes were created using SQL Server 2000.

4) Non clustered indexes were created using SQL Server 2000.

5) A database backup was performed to 12 logical devices

6) Rows were inserted into the database by running 16 concurrent threads, each of which performed a “bulk insert” operation
that loaded one sixteenth of each of the LINEITEM, ORDERS, PART, PARTSUPP, SUPPLIER and CUSTOMER tables.
The NATION and REGION tables were loaded sequentially, each by a single thread.
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5.9 Qualification Database Configuration

Any differences between the configuration of the qualification database and the test database must be disclosed. .

The qualification database was created using scripts identical to those of the test database, except for variances due to the sizes of the
two databases.
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6. Clause 5: Performance Metrics and Execution Rules

6.1 System Activity Between Load and Performance Tests

Any system activity on the SUT which takes place between the conclusion of the load test and the beginning of the performance test
must be fully disclosed including listings of scripts or command logs.

Auditor requested queries were run against the database to verify the completeness and correctness of the database load.

6.2 Power Test Implementation

The details of the steps followed to implement the power test (e.g., system boot, database restart, etc.) must be disclosed.

The following steps were followed to run the power test.
1. SQL Server 2000 was started.

2. RF1 refresh transactions were run

3. Stream 00 execution was run
4

RF2 refresh transactions were run.

6.3 Timing Intervals and Reporting

The timing intervals for each query and for both refresh functions must be reported for the power test.

This information is contained in the Numerical Quantities Summary page in the Executive Summary at the
beginning of this report. For convenience, it is repeated in Section 6.10.

6.4 Number of Streams in the Throughput Test

The number of query streams used for the throughput test must be disclosed

Six streams were run for the throughput test

6.5 Start and End Date/Time for Each Query Stream

The start time and finish time for each query stream must be reported for the throughput test

This information is contained in the Numerical Quantities Summary page in the Executive Summary at the
beginning of this report. For convenience, it is repeated in Section 6.10.
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