Hewlett-Packard Company

TPC Benchmark™ H

Full Disclosure Report

for

HP ProLiant DL580G4

using

Microsoft SQL Server 2005 Enterprise x64 Edition SP1
and

Windows Server 2003 Enterprise x64 Edition SP1

First Edition
September 2006

HP TPC-H FULL DISCLOSURE REPORT i September, 2006
© 2006 Hewlett-Packard Company. All rights reserved.



First Edition — September, 2006

Hewlett-Packard Company (HP), the Sponsor of this benchmark test, believes that the information in this
document is accurate as of the publication date. The information in this document is subject to change without
notice. The Sponsor assumes no responsibility for any errors that may appear in this document.

The pricing information in this document is believed to accurately reflect the current prices as of the publication
date. However, the Sponsor provides no warranty of the pricing information in this document.

Benchmark results are highly dependent upon workload, specific application requirements, and system design
and implementation. Relative system performance will vary as a result of these and other factors. Therefore,
the TPC Benchmark H should not be used as a substitute for a specific customer application benchmark when
critical capacity planning and/or product evaluation decisions are contemplated.

All performance data contained in this report was obtained in a rigorously controlled environment. Results

obtained in other operating environments may vary significantly. No warranty of system performance or
price/performance is expressed or implied in this report.

Copyright 2006 Hewleft-Packard Company.

All rights reserved. Permission is hereby granted to reproduce this document in whole or in part provided the
copyright notice printed above is set forth in full text or on the title page of each item reproduced.

NonStop, ProLiant DL580G4, and ProLiant are registered trademarks of Hewlet-Packard Company.
Microsoft, Windows 2003 and SQL Server 2005 are registered trademarks of Microsoft Corporation.

TPC Benchmark, TPC-H, QppH, QthH and QphH are trademarks of the Transaction Processing Performance
Council.

All other brand or product names mentioned herein must be considered trademarks or registered trademarks of
their respective owners.

HP TPC-H FULL DISCLOSURE REPORT i September, 2006
© 2006 Hewlett-Packard Company. All rights reserved.



TPC-H Rev. 2.3.0

[ba HP ProLiant DL580G4 Report Date:

invent Sep5,2006
Total System Cost Composite Query per Hour Metric Price / Performance
$135.384 USD 17,120.3 $7.91 USD
! QphH@100GB $/ QphH@100GB
Database Size Database Manager Operating System Other Software Availability Date
Microsoft SQL .
Windows Server .
100GB Server 2005 | 5503 Enterprise | %sudl C++ Nov 22, 2006
Enterprise Edition . Visual Basic
Edition SP1
SP1
Q1 :_
Q10
Q11 D Power Test
o2 . TZrS;%Tr?; \ Teeasr: of Power Test
Que P oo I Erithmetic l\'\llllean of Throughput Test
Q14
Q15a
Q16
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Q18
Q19
Q20 [
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Q22 ;
118.8
RF1
RF2
0 50 100 150 200 250 300 350 400 450 500
Query Time in Seconds
Database Load Time = 1:17:20 | Load Included Backup: Y | Total Data Storage / Database Size = 31.32
RAID (Base tables only): N | RAID (Base tables and auxiliary data structures): Y | RAID (All): N
System Configuration:
Processors : 4x 3.4 GHz DC Intel 7140 w/ 16M L2 Cache
Cores : 8
Threads : 16
Memory : 64 GB
OS Disk Drives : 1x 36 GB 10K rpm SFF SAS (internal)
Network : 2x on-board GigE
Disk Controllers : 6x Smart Array P800, 1x Smart Array P600
Disks : 84x 36 GB 15K rpm SFF SAS drives (external)
2x36GB 10K rpm SFF SAS drives (internal)
Total Disk Storage: 3132 GB

Note: Database Size includes only raw data (e.g., no temp, index, redundant storage space, etc).




[ﬁF] HP ProLiant DL580G4 TPC-H Rev. 2.3.0
lavans Report Date: 5-Sep-06
. . . . Extended 3 yr. Maint.
Description Part Number Third Party Unit Price Qty Price Price
Server Hardware Brand Pricing
HP DL580R04 ModX CTO Svr 410058-B21 1 3,776 1 3,776
HP X7140M 580 FIO Kit 430816-L22 1 2,799 4 11,196
HP DL580G4 Memory Expansion Board Kit 410061-B21 1 499 4 1,996
HP 2 PCI E X4 Mezz Optn 580 G3 Slot Kit 377522-B21 1 99 1 99
HP 8GB REG PC2-3200 2X4GB DL580G3 Memory 404122-B21 1 6,299 8 50,392
HP s7540 17in CRT Monitor PF997AA#ABA 1 139 1 139
HP PS/2 Scroll Mouse Carbonite DG169AV 1 5 1 5
PS/2 Standard Keyboard DG170AV#ABA 1 10 1 10
HP 5642 Unassembled Rack 358254-B21 1 689 1 689
HP 3y 4h 24x7 ProLiant D58x HW Support U4608E 1 1,575 1 1,575
Subtotal 68,302 1,575
Storage
HP Smart Array P800 Controller 381513-B21 1* 1,099 6 6,594
HP Smart Array P600 Controller 337972-B21 1 729 1 729
HP StorageWorks MSAS50 Disk Enclosure 364430-B21 1 1,899 14 26,586
HP 36GB 10K SAS Single Port SFF Hard Drive (internal) 375859-B21 1 279 3 837
HP 36GB 15K SAS Single Port SFF Hard Drive 431933-B21 1* 375 84 31,500
HP 36GB 15K SAS Single Port SFF Hard Drive (10% spare) 431933-B21 1* 375 9 3,375
HP StorageWorks MSA50 Disk Enclosure (10% spare) 364430-B21 1 1,899 2 3,798
Subtotal 66,246 7,173
Hardware and Maintence Discount
Large Purchase and Net 30 discount 16.0% 1 ($21,528) ($1,400)
Hardware Subtotal 113,020 7,348
Software
SQL Server 2005 Enterprise x64 Edition with 25 CALs 810-04779 Microsoft 2 8,318 1 8,318
SQL Server 2005 Client License 359-01911 Microsoft 2 156 25 3,900
\Windows Server 2003 Enterprise x64 Edition P72-00274 Microsoft 2 2,334 1 2,334
Microsoft Problem Resolution Services Microsoft 2 245 1 245
Visual C++ Standard Edition 254-00170 Microsoft 2 109 1 109 included
Visual Basic 2003 .Net Professional 046-00856 Microsoft 2 109 1 109 included
Subtotal 14,770 245
Total $127,790 $7,593
Three-Year Cost of Ownership:  $135,384 USD
QphH @ 100GB: 17120.3
$/0OphH @ 100GB:  $7.91 USD
Pricing: 1=HP Direct: 800-203-6748; 2=Microsoft
Note 1 = Discount based on HP Direct guidence with large purchase and Net 30 discount.Applies to all lines with 1 in pricing column.
* = These components are not immediately orderable. See the FDR for more information.
Note:The benchmark results and test methodology were audited by Lorna Livingtree of Performance Metrics, Inc. (www.perfmetrics.com).

Audited by: Lorna Livingtree of Performance Metrics Inc.

Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually
negotiated discounts are not permitted. Special prices based on assumptions about past or future purchases are not permitted. All discounts
reflect standard pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmark specifications. If
you find that the stated prices are not available according to these terms, please inform at pricing@tpc.org. Thank you.
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Numerical Quantities

Measurement Results:

=100

=31.32

= 2006-08-30 15:28:51.560
=2006-08-30 16:46:11.827

Database Scale Factor
Total Data Storage / Database Size
Start of Database Load
End of Database Load

Database Load Time =1:17:20

Query Streams for Throughput Test =5

TPC-H Power =22,401.0

TPC-H Throughput =13,084.4

TPC-H Composite Query-per-Hour Metric (QphH@100GB) =17,120.3

Total System Price Over 3 Years = $135,384

TPC-H Price/ Performance Metric ($/QphH@100GB) =$7.91 USD

Measurement Intervals:
Measurement Interval in Throughput Test (Ts) = 3,026.5 seconds
Duration of Stream Execution:

Stream ID Seed Start Date | Start time | Stop Date | Stop Time | Duration |
Stream00 830164611| 8/30/2006|] 19:53:18| 8/30/2006 20:04:17 0:10:59]
Stream01 830164612| 8/30/2006] 20:04:42| 8/30/2006 20:48:34 0:43:52
Stream02 830164613| 8/30/2006| 20:04:42| 8/30/2006 20:46:54 0:42:12
Stream03 830164614| 8/30/2006] 20:04:43| 8/30/2006 20:49:50 0:45:06
Stream04 830164615| 8/30/2006| 20:04:44| 8/30/2006 20:50:08 0:45:24
Stream05 830164616| 8/30/2006] 20:04:44| 8/30/2006 20:45:58 0:41:14
Refresh00 8/30/2006f 19:52:41| 8/30/2006 20:04:41 0:12:00]
RefreshO1 8/30/2006f 20:50:08| 8/30/2006 20:51:10 0:01:02
Refresh02 8/30/2006| 20:51:11| 8/30/2006 20:52:15 0:01:05
Refresh03 8/30/2006f 20:52:17| 8/30/2006 20:53:18 0:01:01
Refresh04 8/30/2006| 20:53:19| 8/30/2006 20:54:14 0:00:55
Refresh05 8/30/2006f 20:54:15| 8/30/2006 20:55:08 0:00:53
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TPC-H Timing Intervals (in seconds)

Query Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
Stream 00 102.1 2.2 10.7 6.3 14.4 6.6 15.6 20.7
Stream 01 389.6 88.0 51.3 11.5 76.0 23.3 55.1 71.3
Stream 02 190.3 76.7 74.4 22.5 48.4 76.3 97.3 59.4
Stream 03 351.7 70.8 16.4 131.8 164.1 16.6 48.0 75.7
Stream 04 380.0 70.9 15.4 23.7 73.6 64.6 27.5 28.0
Stream 05 182.2 10.7 99.2 38.2 64.7 10.5 77.3 33.6
Min Qi 182.2 10.7 15.4 11.5 48.4 10.5 27.5 28.0
Max Qi 389.6 88.0 99.2 131.8 164.1 76.3 97.3 75.7
Avg Qi 298.8 63.4 51.3 45.5 85.4 38.3 61.0 53.6

Query Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16
Stream 00 74.9 7.8 6.8 28.2 30.0 3.6 3.7 12.8
Stream 01 268.0 56.7 130.2 109.4 141.6 24.7 17.1 133.7
Stream 02 196.4 76.0 141.1 92.9 93.6 134.9 21.5 55.3
Stream 03 288.5 38.6 103.3 34.7 76.1 21.6 82.6 28.0
Stream 04 256.2 29.7 285.9 119.8 75.6 85.2 37.3 123.0
Stream 05 302.4 30.4 137.3 152.3 122.9 46.8 11.1 155.0
Min Qi 196.4 29.7 103.3 34.7 75.6 21.6 11.1 28.0
Max Qi 302.4 76.0 285.9 152.3 141.6 134.9 82.6 155.0
Avg Qi 262.3 46.3 159.6 101.8 102.0 62.6 33.9 99.0

Query Q17 Q18 Q19 Q20 Q21 Q22 RF1 RF2
Stream 00 11.1 84.7 26.8 6.9 170.1 12.7 37.0 23.8
Stream 01 51.4 275.6 38.0 95.5 436.6 87.3 36.5 24.9
Stream 02 163.8 323.5 60.7 99.8 348.5 78.4 36.9 27.1
Stream 03 51.0 431.6 67.3 47.8 521.5 38.7 34.2 26.3
Stream 04 84.4 330.7 142.0 12.6 416.1 41.8 29.8 24.1
Stream 05 108.6 285.0 41.6 37.1 428.3 98.9 26.2 26.0
Min Qi 51.0 275.6 38.0 12.6 348.5 38.7 26.2 24.1
Max Qi 163.8 431.6 142.0 99.8 521.5 98.9 36.9 27.1
Avg Qi 91.8 329.3 69.9 58.6 430.2 69.0 32.7 25.7




Abstract

Overview

This report documents the methodology and results of the TPC Benchmark™ H test conducted on the HP
ProLiant DL580G4 using Microsoft SQL Server 2005 Enterprise x64 Edition SP1, in conformance with the
requirements of the TPC Benchmark™ H Standard Specification, Revision 2.3.0. The operating system used
for the benchmark was Microsoft Windows 2003 Enterprise x64 Edition SP1.

The benchmark results are summarized in the following table.

Total QppH QthH QphH | $/QphH

Hardware Software System @ @ @ @
Cost 100GB 100GB 100GB 100GB

HP ProLiant Microsoft SQL Server
DL580G4 2005 Enterprise x64 $135,384 | 22401.0 | 13084.4 | 17120.3 $7.91
Edition SP1, Windows
Server 2003, Enterprise
x64 Edition SP1

The TPC Benchmark™ H was developed by the Transaction Processing Performance Council (TPC). The TPC
was founded to define transaction processing benchmarks and to disseminate objective, verifiable performance
data to the industry.

Standard and Executive Summary Statements

Pages ii-iv contains the Executive Summary and Numerical Quantities Summary of the benchmark results for
the HP ProLiant DL580GA4.

Auditor

The benchmark configuration, environment and methodology used to produce and validate the test results, and
the pricing model used to calculate the cost per QppH and QthH were audited by Lorna Livingtree of
Performance Metrics, Inc. to verify compliance with the relevant TPC specifications. The auditor’s letter of
attestation is attached in Section 9.1 “Auditors’ Report.”
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1.0 General Items

1.1 Test Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.

This benchmark was sponsored by Hewlett-Packard Company. The benchmark was developed and engineered by
Hewlet-Packard Company. Testing took place at HP benchmarking laboratories in Houston, Texas.

1.2 Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been changed from the
defaults found in actual products, including by not limited to:

Database Tuning Options

Optimizer/Query execution options

Query processing tool/language configuration parameters

Recovery/commit options

Consistency/locking options

Operating system and configuration parameters

Configuration parameters and options for any other software component incorporated into the pricing structure

Compiler optimization options

This requirement can be satisfied by providing a full list of all parameters and options, as long as all those which
have been modified from their default values have been clearly identified and these parameters and options are only
set once.

Appendix A, “Tunable Parameters,” contains a list of all database parameters and operating system parameters.

1.3 Configuration Items

Diagrams of both measured and priced configurations must be provided, accompanied by a description of the
differences. This includes, but is not limited to:

Number and type of processors

Size of allocated memory, and any specific mapping/partitioning of memory unique to the test.
Number and type of disk units (and controllers, if applicable).

Number of channels or bus connections to disk units, including their protocol type.

Number of LAN (e.g. Ethernet) Connections, including routers, workstations, terminals, etc., that were
physically used in the test or are incorporated into the pricing structure.

Type and the run-time execution location of software components (e.g., DBMS, query processing
tools/languages, middle-ware components, software drivers, etc.).
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The server System Under Test (SUT), a HP ProLiant DL580G4 , depicted in Figure 1.1, consisted of :
4x Intel Xeon 7140 3.4GHz dual core with 16 MB L2 Cache
64 GB of memory
6 x HP Smart Array P800 Controllers
1 x HP Smart Array P600 Controllers
14 x HP StorageWorks MSA50 Enclosures
84 x 36GB Pluggable SAS 2.5” 15k rpm drives
3 x 36GB Pluggable SAS 2.5” 10K rpm drives

Figure 1.1 Benchmarked & Priced configuration

14x StorageWorks MSA50

84x 36 GB SAS 15k rpm drives  0X Smart Array P800
1x Smart Array P600

ProLiant DL580G4

4x Intel Xeon 7140
64 GB Memory
3x 36 GB 2.5” SAS 10k rpm drives
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2.0 Clause 1: Logical Database Design

2.1 Table Definitions

Listings must be provided for all table definition statements and all other statements used to set up the test and
qualification databases. (8.1.2.1)

Appendix B, “Database Build Scripts,” contains the table definitions and the program used to load the database.

2.2 Physical Organization of Database

The physical organization of tables and indices, within the test and qualification databases, must be disclosed. If
the column ordering of any table is different from that specified in Clause 1.4, it must be noted.

Appendix B, “Database Build Scripts,” contains the DDL for the index definitions.

2.3 Horizontal Partitioning

Horizontal partitioning of tables and rows in the test and qualification databases (see Clause 1.5.4) must be
disclosed.

Horizontal partitioning was not used
2.4 Replication
Any replication of physical objects must be disclosed and must conform to the requirements of Clause 1.5.6.

No replication was used.
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3.0 Clause 2: Queries and Refresh Functions
Related Items

3.1 Query Language

The query language used to implement the queries must be identified.

SQL was the query language used.

3.2 Random Number Generation

The method of verification for the random number generation must be described unless the supplied DBGEN and
QGEN were used.

The TPC-supplied DBGEN version 2.3.0 and QGEN version 2.3.0 were used to generate all database populations.

3.3 Substitution Parameters Generation

The method used to generate values for substitution parameters must be disclosed. If QGEN is not used for this
purpose, then the source code of any non-commercial tool used must be disclosed. If QGEN is used, the version
number, release number, modification number and patch level of QGEN must be disclosed.

The supplied QGEN version 2.3.0 was used to generate the substitution parameters.

3.4 Query Text and Output Data from Database

The executable query text used for query validation must be disclosed along with the corresponding output data
generated during the execution of the query text against the qualification database. If minor modifications (see
Clause 2.2.3) have been applied to any functional query definitions or approved variants in order to obtain
executable query text, these modifications must be disclosed and justified. The justification for a particular minor
query modification can apply collectively to all queries for which it has been used. The output data for the power
and throughput tests must be made available electronically upon request..

Appendix C contains the query text and query output. The following modifications were used:
e In Q1, Q4, Q5, Q6, Q10, Q12, Q14, Q15 and Q20, the “dateadd” function is used to perform date
arithmetic.
e InQ7, Q8 and Q9, the “datepart” function is used to extract part of a date (e.g., “YY™).
e InQ2,Q3, Q10, Q18 and Q21, the “top” function is used to restrict the number of output rows.
e The word GO is used as a command delimiter.

3.5 Query Substitution Parameters and Seeds Used

All the query substitution parameters used during the performance test must be disclosed in tabular format, along
with the seeds used to generate these parameters.

Appendix D contains the seed and query substitution parameters used.
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3.6 Isolation Level

The isolation level used to run the queries must be disclosed. If the isolation level does not map closely to one of the
isolation levels defined in Clause 3.4, additional descriptive detail must be provided.

The queries and transactions were run with isolation level 1.

3.7 Refresh Functions

The details of how the refresh functions were implemented must be disclosed (including source code of any non-
commercial program used).

Appendix E contains the source code for the refresh functions.
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4.0 Clause 3: Database System Properties

4.1 Atomicity Requirements

The results of the ACID tests must be disclosed along with a description of how the ACID requirements were met.
This includes disclosing the code written to implement the ACID Transaction and Query.

All ACID tests were conducted according to specification. The Atomicity, Isolation, Consistency and Durability
tests were performed on the HP ProLiant DL580G4.

4.1.1 Atomicity of the Completed Transactions

Perform the ACID Transaction for a randomly selected set of input data and verify that the appropriate rows have
been changed in the ORDER, LINEITEM, and HISTORY tables.

The following steps were performed to verify the Atomicity of completed transactions.

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
a randomly selected order key.

2. The ACID Transaction was performed using the order key from step 1.

3. The ACID Transaction committed.

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
the same order key. It was verified that the appropriate rows had been changed.

4.1.2 Atomicity of Aborted Transactions

Perform the ACID transaction for a randomly selected set of input data, submitting a ROLLBACK of the transaction
for the COMMIT of the transaction. Verify that the appropriate rows have not been changed in the ORDER,
LINEITEM, and HISTORY tables.

The following steps were performed to verify the Atomicity of the aborted ACID transaction:

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
a randomly selected order key.

2. The ACID Transaction was performed using the order key from step 1. The transaction was stopped prior
to the commit.

3. The ACID Transaction was ROLLED BACK. .

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
the same order key used in steps 1 and 2. It was verified that the appropriate rows had not been changed.

4.2 Consistency Requirements

Consistency is the property of the application that requires any execution of transactions to take the database from
one consistent state to another.

A consistent state for the TPC-H database is defined to exist when:

O_TOTALPRICE = SUM(L_EXTENDEDPRICE — L_DISCOUNT) * (1 + L_TAX)
For each ORDER and LINEITEM defined by (O_ORDERKEY = L_ORDERKEY)

4.2.1 Consistency Tests

Verify that ORDER and LINEITEM tables are initially consistent as defined in Clause 3.3.2.1, based upon a random
sample of at least 10 distinct values of O_ORDERKEY.

The following steps were performed to verify consistency:
1. The consistency of the ORDER and LINEITEM tables was verified based on a sample of O_ORDERKEYs.
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2. One hundred ACID Transactions were submitted from each of six execution streams.
3. The consistency of the ORDER and LINEITEM tables was reverified.

4.3 Isolation Requirements

Operations of concurrent transactions must yield results which are indistinguishable from the results which would
be obtained by forcing each transaction to be serially executed to completion in some order.

4.3.1 Isolation Test 1 - Read-Write Conflict with Commit

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is committed.

The following steps were performed to satisfy the test of isolation for a read-only and a read-write committed
transaction:
1. An ACID Transaction was started for a randomly selected O _KEY, L_KEY and DELTA. The ACID
Transaction was suspended prior to Commit.
2. An ACID query was started for the same O_KEY used in step 1. The ACID query blocked and did not see
any uncommitted changes made by the ACID Transaction.
3. The ACID Transaction was resumed and committed.
4. The ACID query completed. It returned the data as committed by the ACID Transaction.

4.3.2 Isolation Test 2 - Read-Write Conflict with Rollback

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is rolled back.

The following steps were performed to satisfy the test of isolation for read-only and a rolled back read-write
transaction:
1. An ACID transaction was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
Transaction was suspended prior to Rollback.
2. An ACID query was started for the same O_KEY used in step 1. The ACID query did not see any
uncommitted changes made by the ACID Transaction.
3. The ACID Transaction was ROLLED BACK.
4. The ACID query completed.

4.3.3 Isolation Test 3 - Write-Write Conflict with Commit
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is committed.

The following steps were performed to verify isolation of two update transactions:
1. An ACID Transaction T1 was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
transaction T1 was suspended prior to Commit.
2. Another ACID Transaction T2 was started using the same O_KEY and L_KEY and a randomly selected
DELTA.
3. T2 waited.
4. The ACID transaction T1 was allowed to Commit and T2 completed.
5. It was verified that:
T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE
+(DELTAL1*(T1.L_EXTENDEDPRICE/T1.L_QUANTITY))

4.3.4 Isolation Test 4 - Write-Write Conflict with Rollback
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is rolled

back.
The following steps were performed to verify the isolation of two update transactions after the first one is rolled
back:
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3.
4,
5

An ACID Transaction T1 was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
Transaction T1 was suspended prior to Rollback.

Another ACID Transaction T2 was started using the same O_KEY and L_KEY used in step 1 and a
randomly selected DELTA.

T2 waited.

T1 was allowed to ROLLBACK and T2 completed.

It was verified that T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE.

4.3.5 Isolation Test 5 — Concurrent Read and Write Transactions on Different Tables

Demonstrate the ability of read and write transactions affecting different database tables to make progress
concurrently.

The following steps were performed:

1.

2.
3.
4,

An ACID Transaction T1 for a randomly selected O_KEY, L_KEY and DELTA. The ACID Transaction
T1 was suspended prior to Commit.

Another ACID Transaction T2 was started using random values for PS_PARTKEY and PS_SUPPKEY.

T2 completed.

T1 completed and the appropriate rows in the ORDER, LINEITEM and HISTORY tables were changed.

4.3.6 Isolation Test 6 — Update Transactions During Continuous Read-Only Query

Stream

Demonstrate the continuous submission of arbitrary (read-only) queries against one or more tables of the database
does not indefinitely delay update transactions affecting those tables from making progress.

The following steps were performed:

1.

2.

3.
4,

An ACID Transaction T1 was started, executing Q1 against the qualification database. The substitution
parameter was chosen from the interval [0..2159] so that the query ran for a sufficient amount of time.
Before T1 completed, an ACID Transaction T2 was started using randomly selected values of O_KEY,
L_KEY and DELTA.

T2 completed before T1 completed.

It was verified that the appropriate rows in the ORDER, LINEITEM and HISTORY tables were changed.

4.4 Durability Requirements

The tested system must guarantee durability: the ability to preserve the effects of committed transactions and insure
database consistency after recovery from any one of the failures listed in Clause 3.5.2.

4.4.1 Permanent Unrecoverable Failure of Any Durable Medium and Loss of System

Power

Guarantee the database and committed updates are preserved across a permanent irrecoverable failure of any
single durable medium containing TPC-H database tables or recovery log tables.

The database log was stored on a RAID-1 protected array of two physical drives. The tables for the database were
stored on 7 RAID-0 arrays each containing 12 physical drives. A backup of the database was taken. The backup was
spread across 7 RAID-1 arrays.

The tests were conducted on the qualification database. The steps performed are shown below:

1. The complete database was backed up.

2. Six streams of ACID transactions were started. Each stream executed a minimum of 100 transactions.

3. While the test was running, one of the disks from the database RAID-1 log was removed.

4. After it was determined that the test would still run with the loss of a log disk, one physical drive of a
RAID-0 data volume was removed.

5. A checkpoint was issued to force a failure.

6. The six streams of ACID transactions failed and recorded their number of committed transaction in success
files.

HP TPC-H FULL DISCLOSURE REPORT 12 September, 2006

© 2006 Hewlett-Packard Company. All rights reserved.



7. The database log was dumped to disk.

8. The database and log disks were replaced with new disks and RAID rebuild process started

9. When log RAID rebuild process finished a database restore was done.

10. A command was issued causing the database to run through its roll-forward recovery.

11. The counts in the success files and the HISTORY table count were compared and were found to match.

4.4.2 System Crash

Guarantee the database and committed updates are preserved across an instantaneous interruption (system
crash/system hang) in processing which requires the system to reboot to recover.

1. Six streams of ACID transactions were started. Each stream executed a minimum of 100 transactions.
2. While the streams of ACID transactions were running, the system was powered off.

3. When power was restored, the system rebooted and the database was restarted.

4. The database went through a recovery period.

5. The success file and the HISTORY table counts were compared and were found to match.

4.4.3 Memory Failure

Guarantee the database and committed updates are preserved across failure of all or part of memory (loss of
contents).

See section 4.4.2
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5.0 Clause 4: Scaling and Database Population

5.1 Initial Cardinality of Tables

The cardinality (e.g., the number of rows) of each table of the test database, as it existed at the completion of the
database load (see clause 4.2.5) must be disclosed.

Table 5.1 lists the TPC Benchmark H defined tables and the row count for each table as they existed upon
completion of the build.

Table 5. 1: Initial Number of Rows

Table Name Row Count
Region 5
Nation 25
Supplier 1,000,000
Customer 15,000,000
Part 20,000,000
Partsupp 80,000,000
Orders 150,000,000
Lineitem 600,037,902

5.2 Distribution of Tables and Logs Across Media

The distribution of tables and logs across all media must be explicitly described for the tested and priced systems.

Microsoft SQL Server was configured on a HP ProLiant DL580G4 with the following configuration:
6 x Smart Array P800 disk controllers
1 x Smart Array P600 disk controller
14 x StorageWorks MSA50 Enclosures
84 x 36GB SAS 2.5” 15k rpm external disk drives
3x36GB SAS 2.5” 10k rpm internal disk drives
All 87 disks were used to hold table data, indexes, database log and the temporary database (TempDB).

A detailed description of distribution of database filegroups and log can be found in Table 5.2.1
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Table 5.2.1: SMART Array Controller Disk Array to Logical Drive Mapping

SMART SMART | Number | SMART | SMART Disk Size Contents

Array Logical of Logical Fault Format (MB)

Controller Drive Physical Drive Tolerance

Array | Drivesin | Number
Letter SMART
LDA

Slot 3 A 2 1 RAID1 NTFS 36000 0S

Slot 3 B 2 1 RAID1 RAW 20000 TpchLog
2 RAID1 RAW 10000 | TempDBLog
3 RAID1 RAW 500 TpchlgbLog

Slot 3 C 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTFS | 100000 LoadFg

Slot 1 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTES | 100000 LoadFg

Slot 2 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTEFS | 100000 LoadFg
4 RAIDO RAW 2000 Tpchlg

Slot 4 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTES | 100000 LoadFg

Slot 5 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTEFS | 100000 LoadFg

Slot 6 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTFS | 100000 LoadFg

Slot 7 A 12 1 RAIDO RAW 30000 Tpch100g
2 RAIDO RAW 15000 TempDB
3 RAID1 NTFS | 100000 LoadFg

5.3 Mapping of Database Partitions/Replications

The mapping of database partitions/replications must be explicitly described.
Database partitioning/replication was not used..

5.4 Implementation of RAID

Implementations may use some form of RAID to ensure high availability. If used for data, auxiliary storage (e.g.
indexes) or temporary space, the level of RAID used must be disclosed for each device.

RAID 0 was used for database filegroups and tempdb, and RAID 1 for database recovery logs.
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5.5 DBGEN Modifications

The version number, release number, modification number, and patch level of DBGEN must be disclosed. Any
modifications to the DBGEN (see Clause 4.2.1) source code must be disclosed. In the event that a program other
than DBGEN was used to populate the database, it must be disclosed in its entirety.

A modified DBGEN version 2.3.0 was used for database population. The modifed version differs only in column
order for output flatfile. The only modified file, Print.C, is included in Appendix F.1

5.6 Database Load time
The database load time for the test database (see clause 4.3) must be disclosed.

The database load time was 1 hour 17 minutes 20 seconds.

5.7 Data Storage Ratio

The data storage ratio must be disclosed. It is computed by dividing the total data storage of the priced
configuration (expressed in GB) by the size chosen for the test database as defined in 4.1.3.1. The ratio must be
reported to the nearest 1/100™, rounded up.

Number of Total Disk Data Storage

DR Disks Space Ratio

36 GB 87 3132 GB 31.32

5.8 Database Load Mechanism Details and Illustration

The details of the database load must be disclosed, including a block diagram illustrating the overall process.
Disclosure of the load procedure includes all steps, scripts, input and configuration files required to completely
reproduce the test and qualification databases.

Flat files for each of the tables were created using DBGEN.
The tables were loaded as depicted in Figure 5-8.
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Figure 5.8: Block Diagram of Database Load Process
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6.0 Clause 5: Performance Metrics and Execution
Rules Related Items

6.1 Steps in the Power Test

The details of the steps followed to implement the power test (e.g., system boot, database restart, etc.) must be
disclosed.

The following steps were used to implement the power test:

1 The system was rebooted
2. RF1 Refresh Transaction
3. Stream 00 Execution

4, RF2 Refresh Transaction.

6.2 Timing Intervals for Each Query and Refresh Function

The timing intervals (see Clause 5.3.6) for each query of the measured set and for both refresh functions must be
reported for the power test.

The timing intervals for each query and both refresh functions are given in the Numerical Quantities Summary
earlier in the executive summary.

6.3 Number of Streams for The Throughput Test
The number of execution streams used for the throughput test must be disclosed.
Five streams were used for the Throughput Test.
6.4 Start and End Date/Times for Each Query Stream
The start time and finish time for each query execution stream must be reported for the throughput test.

The Numerical Quantities Summary contains the start and stop times for the query execution streams run on the
system reported.

6.5 Total Elapsed Time for the Measurement Interval
The total elapsed time of the measurement interval(see Clause 5.3.5) must be reported for the throughput test.
The Numerical Quantities Summary contains the timing intervals for the throughput test run on the system reported.

6.6 Refresh Function Start Date/Time and Finish Date/Time

Start and finish time for each update function in the update stream must be reported for the throughput test.
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Stream ID RF Start Date| Start time | Stop Date | Stop Time
Stream00 |RF1 8/30/2006| 19:52:41| 8/30/2006] 19:53:18
Stream00 |RF2 8/30/2006| 20:04:17| 8/30/2006] 20:04:41
Stream01 |RF1 8/30/2006| 20:50:08 8/30/2006| 20:50:44
Stream01 |RF2 8/30/2006| 20:50:45[ 8/30/2006] 20:51:10
Stream02 |RF1 8/30/2006| 20:51:11| 8/30/2006] 20:51:48
Stream02  |RF2 8/30/2006| 20:51:48[ 8/30/2006] 20:52:15
Stream03  |RF1 8/30/2006| 20:52:17| 8/30/2006] 20:52:51
Stream03  |RF2 8/30/2006| 20:52:52| 8/30/2006] 20:53:18
Stream04  |RF1 8/30/2006| 20:53:19( 8/30/2006] 20:53:49
Stream04  |RF2 8/30/2006| 20:53:50{ 8/30/2006| 20:54:14
Stream05 |RF1 8/30/2006| 20:54:15[ 8/30/2006| 20:54:42
Stream05 |RF2 8/30/2006 20:54:42( 8/30/2006| 20:55:08

6.7 Timing Intervals for Each Query and Each Refresh Function for Each
Stream

The timing intervals (see Clause 5.3.6) for each query of each stream and for each update function must be reported
for the throughput test.

The timing intervals for each query and each update function are given in the Numerical Quantities Summary earlier
in the executive summary.

6.8 Performance Metrics

The computed performance metrics, related numerical quantities and the price performance metric must be
reported.

The Numerical Quantities Summary contains the performance metrics, related numerical quantities, and the
price/performance metric for the system reported.

6.9 The Performance Metric and Numerical Quantities from Both Runs

A description of the method used to determine the reproducibility of the measurement results must be reported. This
must include the performance metrics (QppH and QthH) from the reproducibility runs.

Performance results from the first two executions of the TPC-H benchmark indicated the following difference for
the metric points:

Run QppH @ QthH @ QphH @
100GB 100GB 100GB
Run 1 22401.0 13084.4 17120.3
Run 2 22466.5 13071.5 17136.8

6.11 System Activity Between Tests

Any activity on the SUT that takes place between the conclusion of Runl and the beginning of Run2 must be
disclosed.

SQL Server was restarted between runs.
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7.0 Clause 6: SUT and Driver Implementation
Related Items

7.1 Driver

A detailed description of how the driver performs its functions must be supplied, including any related source code
or scripts. This description should allow an independent reconstruction of the driver.

The TPC-H benchmark was implemented using a Microsoft tool called StepMaster. This tool consist of GUI tool
that allows the configuration of steps and a run only version which was used to execute the load and runs.
StepMaster is a general purpose test tool which can drive ODBC and shell commands. Within StepMaster, the
user designs a workspace corresponding to the sequence of operations (or steps) to be executed. When the
workspace is executed, StepMaster records information about the run into a database as well as a log file for later
analysis.

StepMaster provides a mechanism for creating parallel streams of execution. This is used in the throughput tests
to drive the query and refresh streams. Each step is timed using a millisecond resolution timer. A timestamp T1 is
taken before beginning the operation and a timestamp T2 is taken after completing the operation. These times are
recorded in a database as well as a log file for later analysis.

Two types of ODBC connections are supported. A dynamic connection is used to execute a single operation and
is closed when the operation finishes. A static connection is held open until the run completes and may be used to
execute more than one step. A connection (either static or dynamic) can only have one outstanding operation at
any time.

In TPC-H, static connections are used for the query streams in the power and throughput tests. StepMaster reads
an Access database to determine the sequence of steps to execute. These commands are represented as the
Implementation Specific Layer. StepMaster records its execution history, including all timings, in the Access
database. Additionally, StepMaster writes a textual log file of execution for each run.

The source code is disclosed on Appendix F

7.2 Implementation Specific Layer (ISL)

If an implementation-specific layer is used, then a detailed description of how it performs its functions must be
supplied, including any related source code or scripts. This description should allow an independent reconstruction
of the implementation-specific layer.

The StepMaster Runonly program is used to control and track the execution of queries, via commands stored in a
Microsoft Access database. The source of this program is contained in Appendix F. The following steps are
performed, to accomplish the Power and Throughput Runs:
1. Power Run
e  Execute 16 concurrent RF1 threads, each of which will apply a segment of a refresh set generated by
dbgen. Each thread submits multiple transactions, where a transaction spans a set of orders and their
associated line items.
e Execute the Stream 0 queries in the order according to TPC Benchmark H Specification, Appendix A
e Execute 16 concurrent RF2 threads, each of which will apply a segment of a refresh set generated by
dbgen. Each thread submits multiple transactions, where a transaction spans a set of orders and their
associated line items.
2. Throughput Run
e Execute 5 concurrent query streams. Each stream executes queries in the order according to TPC
Benchmark H Specification, Appendix A, for the appropriate Stream 1D (01-07). Upon completion of each
stream, a semaphore is set to indicate completion.
e Execute 5 consecutive RF1/RF2 transactions, against ascending Refresh sets produced by dbgen.
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e The first RF1 waits on a semaphore prior to beginning its insert operations.
Each step is timed by StepMaster. The timing information, together with an activity log, are stored for later
analysis. The inputs and results of steps are stored in text files for later analysis.

7.3 Profile-Directed Optimization

If profile-directed optimization as described in Clause 5.2.9 is used, such used must be disclosed.

Profile-directed optimization was not used.
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8.0 Clause 7: Pricing Related Items

8.1 Hardware and Software Used

A detailed list of hardware and software used in the priced system must be reported. Each item must have vendor
part number, description, and release/revision level, and either general availability status or committed delivery
date. If package-pricing is used, contents of the package must be disclosed. Pricing source(s) and effective date(s)
of price(s) must also be reported.

A detailed list of all hardware and software, including the 3-year price, is provided in the Executive Summary at the
front of this report. The price quotations are included in Appendix G, at the end of this document.

8.2 Total 3 Year Price

The total 3-year price of the entire configuration must be reported including: hardware, software, and maintenance
charges. Separate component pricing is recommended. The basis of all discounts used must be disclosed.

A detailed list of all hardware and software, including the 3-year price, is provided in the Executive Summary at the
front of this report. The price quotations are included in Appendix G, at the end of this document. As a large
purchase, this purchase qualifies for a 16% discount from Hewlett-Packard Company.

8.3 Availability Date

The committed delivery date for general availability of products used in the price calculations must be reported.
When the priced system includes products with different availability dates, the availability date reported on the
executive summary must be the date by which all components are committed to being available. The full disclosure
report must report availability dates individually for at least each of the categories for which a pricing subtotal must
be provided.

The HP ProLiant DL580G4, system memory, additional processors are available at the time of publication. Smart
Array P800 controllers and 36GB 15k rpm 2.5” SAS drives will be generally available on or before November 22,
2006. All other hardware is generally available at the time of publication.

The system software, Microsoft Windows Server 2003, Enterprise x64 Edition SP1 and the database software,
Microsoft SQL Server 2005 Enterprise x64 Edition SP1 are generally available at the time of publication.

8.4 Orderability Date

For each of the components that are not orderable on the report date of the FDR, the following information must be
included in the FDR:

- Name and part number of the item that is not orderable

- The date when the component can be ordered (on or before the Availability Date)

- The method to be used to order the component (at or below the quoted price) when that date arrives

- The method for verifying the price

Some line item components used in this benchmark are not orderable at the time of this publication. These items will
be orderable on or before the system Availability Date indicated as part of this submission. For specific information
on these items regarding orderable dates and pricing verification, please see table in Appendix G.

8.5 Country-Specific Pricing

Additional Clause 7 related items may be included in the Full Disclosure Report for each country-specific priced
configuration. Country-specific pricing is subject to Clause 7.1.7.
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The configuration is priced for the United States of America.
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9.0 Clause 9: Related Items

9.1 Auditors’ Report

The auditor’s agency name, address, phone number, and Attestation letter with a brief audit summary report
indicating compliance must be included in the full disclosure report. A statement should be included specifying who
to contact in order to obtain further information regarding the audit process.

This implementation of the TPC Benchmark H was audited by Lorna Livingtree of Performance Metrics. Further
information regarding the audit process may be obtained from:

Performance Metrics, Inc.
PO Box 984

Klamath, CA 95548
Telephone: (707) 482-0523
Fax: (707) 482-0575

For a copy of this disclosure, go to www.tpc.org.
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PERFORMANCE METRICS INC.
TPC Certified Auditors

Mr, Daniel Pol
Hewlett-Packard Company
20555 SH 249

Houston, TX 77077

August 30, 2006

I have verified by remote the TPC Benchmark™ H for the following configuration:

Platform:

Database Manager:
Operating System:

ProLiant DL580G4

Microsoft SQL Server 2005 Enterprise x64 Edition
Windows Server 2003 Enterprise x64 Edition

CPU’s

Memory Total Disks

Qpph@ 100GB

QthH @ 100GB

QphH@100GB

4Tntel EM64T | 64GB |87 @36 GB
@ 3.4 Ghz

22,401.0

13,084.4

17,120.3

In my opinion, these performance results were produced in compliance with the TPC
requirements for the benchmark. The following attributes of the benchmark were given special

altention:

The database tables were defined with the proper columns, layout and sizes.

The tested database was correctly scaled and populated for 100GB using DBGEN.

The version of DBGEN was 2.3.0.

The qualification database layout was identical to the tested database except for the

size of the files.

The query text was verified to use only compliant variants and minor modifications.

The executable query text was generated by QGEN and submitted through a standard
interactive interface. The version of QGEN was 2.3.0.

The validation of the query text against the qualification database produced compliant

results.

The refresh functions were properly implemented and executed the correct number of

inserts and deletes.

PO Box 984 Klamath, CA 95548
(707) 482-0523 fax: (707) 482-0575

Page 1
email: Lornal@PerfMetrics.com
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PERFORMANCE METRICS INC.
TPC Certified Auditors

e The load timing was properly measured and reported.

e The execution times were correctly measured and reported.

e The performance metrics were correctly computed and reported.

e The repeatability of the measurement was verified.

e The ACID properties were successfully demonstrated and verified.

e The system pricing was checked for major components and maintenance.

® The executive summary pages of the FDR were verified for accuracy.

Auditor’s Notes: None

Sincerely,

oLl
%ﬁ’mﬂ %ﬂ%f&b

Lorna Livingtree

Auditor
PO Box 984 Klamath, CA 95548 Page 2
(707) 482-0523 fax: (707) 482-0575 email: LornalL @PerfMetrics.com
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Appendix A: Tunable Parameters

. Note: These are the settings used during the power test. The settings altered for the load are documented in Appendix B.

fill factor (%) , 0, 100, 0, 0
. ft crawl bandwidth (max) , 0, 32767, 100, 100
A.1 Microsoft SQL Server 2005 ft crawl bandwidth (min) ., 0, 32767, 0. 0
. ft notify bandwidth (max) , 0, 32767, 100, 100
Version ft notify bandwidth (min) , 0, 32767, 0, 0
in-doubt xact resolution , 0, 2, 0, 0
. . index create memory (KB) , 704, 2147483647, 0, 0
The foIIo_Wlng text was output was generated by executing the select lightweight pooling , 0, 1 1, 1
@@version command: locks . 5000,2147483647, 0, 0
Mot SQL Srver 2005600204700 06 oo e o a6 4 4
Copyright (c) 1988-2005 Microsoft Corporation 213aé<oséerver memory (MB) 16, 2147483647, 63000,
Enterprise Edition (64-bijon max text repl size (B) . 0,2147483647, 65536, 65536
Windows NT 5.2 (Build 3790: Service Pack 1) max worker threads 1 128, 32767, 1024, 1024
media retention , 0, 365, 0, 0
min memory per query (KB) , 512, 2147483647, 512, 512
A.2 SQL Server 2005 Installation g cn memofy (ME) S =0, ZA4TAS3GH, 60000,
The installation followed the default options. For the sort order nested triggers . ' 0, L 1 1
Latin1_General_binary was chosen. Client tools and development tools gﬁ?:ﬂ:oﬁ%ﬁ?&iésgures , 512,O 327617, 3%767, 032767
were not installed on the server. Mixed mode authentication was used. open objects ‘ 0, 2147483647, 0, 0
PH timeout (s) , 1, 3600, 60, 60
A.3 SQL Server 2005 Startup precompute rank N
priority boost , 0, 1, 1, 1
Parameters query governor cost limit , 0, 2147483647, 0, 0
query wait (s) , -1, 2147483647, 2147483647, 2147483647
SQLSERVR -c -x - E -T834 recovery interval (min) , 0, 32767, 32767, 32767
-x Disable the Keeping of CPU time and cache-hit ratio statistics. | remote access , 0, 1, 1, 1
-c Start SQL Server independently of Windows NT Service remote admin connections , 0, 1, 0, 0
Control Manager remote login timeout (s) , 0, 2147483647, 20, 20
-E Increase the number of consecutive extents allocated per file to | remote proc trans , 0, 1, 0, 0
4 remote query timeout () , 0, 2147483647, 600, 600
-T834 Enable large page support Replication XPs , 0, 1, 0, 0
scan for startup procs , 0, 1, 0, 0
. server trigger recursion , 0, 1, 1, 1
A.4 Microsoft SQL Server 2005 set working set size . 0, 1, 0, 0
. . show advanced options , 0, 1, 1, 1
Configuration Parameters SMO and DMO XPs e T T T
. . ) SQL Mail XPs , 0, 1, 0, 0
name ,minimum ,maximum ,config_value,run_value transform noise words , 0, 1, 0, 0
L L ! J ' two digit year cutoff , 1753, 9999, 2049, 2049
Ad Hoc Distributed Queries , 0, 1, 0, 0 uSer connections ’ 0, 32767, 0, 0
affinity 1/0 mask ,-2147483648, 2147483647, 0, 0 user options ’ 0, 32767, 0, 0
afflnlty mask ,'2147483648, 2147483647, 65535, 65535 Web Assistant Procedures , oY 1Y 0, 0
affinity64 1/0 mask ,-2147483648, 2147483647, 0, 0 xp_cmdshell , 0, 1, 0, 0
affinity64 mask ,-2147483648, 2147483647, 0, 0 -
Agent XPs , 0, 1, 0, 0
allow updates , 0, 1, 1, 1
awe enabled , 0, 1, 0, 0 1
blocked process threshold , 0, 86400, 0, 0 A5 MICI‘OS.Oft SQL Server 2005 Node
¢2 audit mode .0 1 0 0 Configuration
clr enabled , 0, 1, 0, 0
cost threshold for parallelism 0, 32767, 0, 0
cross db ownership chaining , 0, 1, 0, 0 Windows Registry Editor Version 5.00
cursor threshold , -1, 2147483647, -1, -1
Database Mail XPs , 0, 1, 0, 0 [HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
default full-text language , 0, 2147483647, 1033, 1033 Server\90\NodeConfiguration]
default language , 0, 9999, 0, 0
default trace enabled , 0, 1, 1, 1 [HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
disallow results from triggers 0, 1, 0, 0 Server\90\NodeConfiguration\Node0]
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"CPUMask"=dword:00000003

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
Server\90\NodeConfiguration\Node1]
"CPUMask"=dword:0000000C

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
Server\90\NodeConfiguration\Node2]
"CPUMask"=dword:00000030

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
Server\90\NodeConfiguration\Node3]
"CPUMask"=dword:000000C0

A.6 Microsoft SQL Server 2005 Large
page support

Windows Registry Editor Version 5.00

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows
NT\CurrentVersion\Image File Execution Options\sqlservr.exe]
"UseLargePages"=dword:00000001

A.7 Windows 2003 Configuration

The default installation of Windows 2003 Enterprise Edition was used. All
default options were selected during the install except:
e A TCP/IP address was configured on the system.

Updated installation to optimize performance for applications. (System
Properties > Advanced > Performance Options > Programs)

A.8 System Hardware Information

System Information report written at: 08/29/06 11:00:54
System Name: ML570G4
[System Summary]

Item Value
OS Name Microsoft(R) Windows(R) Server 2003 Enterprise x64 Edition

Version  5.2.3790 Service Pack 1 Build 3790

Other OS Description Not Available

OS Manufacturer Microsoft Corporation

System Name ML570G4

System Manufacturer HP

System Model ProLiant DL580 G4

System Type x64-based PC

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz
Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

Processor EM64T Family 15 Model 6 Stepping 8 Genuinelntel ~3392 Mhz

BIOS Version/Date
SMBIOS Version
Windows Directory
System Directory C:\WINDOWS\system32
Boot Device \Device\HarddiskVVolumel
Locale United States
Hardware Abstraction Layer
(srv03_spl_rtm.050324-1447)"
User Name ML570G4\Administrator
Time ZoneCentral America Standard Time
Total Physical Memory 65,534.16 MB
Available Physical Memory 787.38 MB
Total Virtual Memory 64.43 GB
Available Virtual Memory
Page File Space 2.00GB
Page File C:\pagefile.sys

HP P59, 7/25/2006
2.3
C:\WINDOWS

Version = "5.2.3790.1830

2.24GB

[Hardware Resources]

[Conflicts/Sharing]

Resource Device
1/0 Port 0X0000A000-0x0000AFFF PCI standard PCI-to-PCI bridge

1/0 Port 0x0000A000-0x0000AFFF Smart Array P800 Controller

1/0 Port 0x00000000-0x00000CF7
1/0 Port 0x00000000-0x00000CF7

PCI bus
Direct memory access controller

1/0 Port 0x000002F8-0x000002FF Motherboard resources

1/0 Port 0x000002F8-0x000002FF Communications Port (COM2)

IRQ 23 Intel(R) 82801EB USB2 Enhanced Host Controller - 24DD

IRQ23  ATI ES1000
1/0 Port 0x00009000-0x00009FFF PCI standard PCI-to-PCI bridge

1/0 Port 0x00009000-0x00009FFF Smart Array P800 Controller
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1/0 Port 0x00006000-0x00006FFF PCI standard PCI-to-PCl bridge
1/0 Port 0x00006000-0x00006FFF
to-PCI Bridge B - 032A

1/0 Port 0x00006000-0x00006FFF

Intel(R) 6700PXH PCI Express-

Smart Array P600 Controller

IRQ 16  Smart Array P800 Controller
IRQ 16  Smart Array P800 Controller
IRQ 16  Smart Array P800 Controller
IRQ 16  Smart Array P800 Controller
IRQ 16  Smart Array P800 Controller
IRQ 16  Smart Array P800 Controller
IRQ 16 Intel(R) 82801EB USB Universal Host Controller - 24D2
IRQ 16 Intel(R) 82801EB USB Universal Host Controller - 24DE

1/0 Port 0x00005000-0x00005FFF PCI standard PCI-to-PCI bridge

1/0 Port 0x00005000-0x00005FFF Smart Array P800 Controller

Memory Address 0xD0000000-0xFEBFFFFF PCI bus
Memory Address 0xD0000000-0xFEBFFFFF Motherboard
resources

Memory Address 0xA0000-0xBFFFF PCI bus

Memory Address 0xA0000-0xBFFFF ATI ES1000

1/0 Port 0x00007000-0x00007FFF PCI standard PCI-to-PCI bridge

1/0 Port 0x00007000-0x00007FFF Smart Array P800 Controller

Memory Address 0xF8000000-0xFD7FFFFF PCI standard PCI-to-
PCI bridge

Memory Address 0xF8000000-0xFD7FFFFF
PCI Express-to-PCI Bridge A - 0329
Memory Address 0xF8000000-0xFD7FFFFF

Bus Device

Intel(R) 6700PXH

HP NC371i Virtual

1/0 Port 0x00004000-0x00004FFF PCI standard PCI-to-PCI bridge

1/0 Port 0x00004000-0x00004FFF Smart Array P800 Controller

0x00006000-0x00006FFF

0x00006000-0x00006FFF
Bridge B - 032A OK
0x00006000-0x00006FFF

0x00009000-0x00009FFF
0x00009000-0x00009FFF
0x0000A000-0x0000AFFF
0x0000A000-0x0000AFFF
0x00007000-0x00007FFF
0x00007000-0x00007FFF
0x00008000-0x00008FFF
0x00008000-0x00008FFF
0x00004000-0x00004FFF
0x00004000-0x00004FFF
0x00005000-0x00005FFF
0x00005000-0x00005FFF

0x00001000-0x0000101F
Controller - 24D2 OK
0x00001020-0x0000103F
Controller - 24D4 OK
0x00001040-0x0000105F
Controller - 24D7 OK
0x00001060-0x0000107F
Controller - 24DE OK
0x00003000-0x000030FF
0x000003B0-0x000003BB
0x000003C0-0x000003DF
0x00002800-0x000028FF
0x00003400-0x000034FF
0x00003800-0x0000381F
Controller OK

PCI standard PCI-to-PCl bridge OK
Intel(R) 6700PXH PCI Express-to-PCl
Smart Array P600 Controller OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller oK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCI bridge OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCI bridge OK
Smart Array P800 Controller ~ OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
Intel(R) 82801EB USB Universal Host
Intel(R) 82801EB USB Universal Host
Intel(R) 82801EB USB Universal Host

Intel(R) 82801EB USB Universal Host

ATI ES1000 OK
ATI ES1000 OK
ATI ES1000 OK

Base System Device OK
Base System Device OK
Standard Universal PCI to USB Host

0x00000070-0x00000077 Motherboard resources OK
1/0 Port 0x00008000-0x00008FFF PCI standard PCI-to-PClI bridge | 0x00000408-0x0000040F Motherboard resources OK
1/0 Port 0x00008000-0x00008FFF Smart Array P800 Controller 0x000004D0-0x000004D1 Motherboard resources OK
0x00000020-0x0000003F Motherboard resources OK
[DMA] 0x000000A0-0x000000BF Motherboard resources OK
Resource Device  Status 0x00000090-0x0000009F Motherboard resources OK
Channel 7 Direct memory access controller OK
Channel 2 Standard floppy disk controller OK 0x00000050-0x00000053 Motherboard resources OK
[Forced Hardware] 0x00000700-0x0000071F Motherboard resources OK
Device  PNP Device ID 0x00000800-0x0000083F Motherboard resources OK
[1/0] 0x00000900-0x0000097F Motherboard resources OK
Resource Device  Status 0x00000010-0x0000001F Motherboard resources OK
0x00000000-0x00000CF7 PClbus OK
0x00000000-0x00000CF7 Direct memory access controller OK 0x00000C80-0x00000C83 Motherboard resources OK
0x00000D00-0x0000FFFF PClbus OK
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0x00000CD4-0x00000CD7

0x00000F50-0x00000F58

0x000002F8-0x000002FF

0x000002F8-0x000002FF

0x00000040-0x00000043
0x00000080-0x0000008F

0x000000C0-0x000000DF

0x00000061-0x00000061
0x00000060-0x00000060

Motherboard resources OK
Motherboard resources OK
Motherboard resources OK
Communications Port (COM2) OK

System timer OK
Direct memory access controller OK

Direct memory access controller OK

System speaker OK
Standard 101/102-Key or Microsoft

Natural PS/2 Keyboard OK

0x00000064-0x00000064

Standard 101/102-Key or Microsoft

Natural PS/2 Keyboard OK

0x0000002E-0x0000002F
0x0000004E-0x0000004F
0x00000220-0x0000025F
0x00000280-0x0000029F
0x000003F8-0x000003FF

0x000003F2-0x000003F5

0x000003F7-0x000003F7

0x00000500-0x0000050F

Extended 10 Bus OK
Extended 10 Bus OK
Extended 10 Bus OK
Extended 10 Bus OK
Communications Port (COM1) OK

Standard floppy disk controller OK
Standard floppy disk controller OK

Intel(R) 82801EB Ultra ATA Storage

Controllers -24DB  OK

0x000001F0-0x000001F7
0x000003F6-0x000003F6

Primary IDE Channel OK
Primary IDE Channel OK

IRQ 6 Standard floppy disk controller OK

IRQ 14  Primary IDE Channel OK

IRQ 15  Secondary IDE Channel OK

IRQ 3 Communications Port (COM2) OK

[Memory]

Resource Device  Status

0xA0000-0xBFFFF PClbus OK

0xA0000-0xBFFFF ATl ES1000 OK
0xD0000000-0xFEBFFFFF PClbus OK
0xD0000000-0xFEBFFFFF Motherboard resources OK

0xF8000000-0xFD7FFFFF
0xF8000000-0xFD7FFFFF
Bridge A - 0329 OK
0xF8000000-0xFD7FFFFF
0xFA000000-0xFBFFFFFF
0xFD700000-0xFD7FFFFF
Bridge B - 032A OK
0xFD7F0000-0xFD7F1FFF
0xFD780000-0xFD7BFFFF
0xFDC00000-0xFDDFFFFF
0xFDDO00000-0xFDDFFFFF
0xFDCF0000-0xFDCFOFFF
0xFDEO0000-OXxFDFFFFFF
0xFDF00000-0xFDFFFFFF
0xFDEF0000-0xFDEFOFFF
0xFD800000-0xFDIFFFFF
0xFD900000-0xFD9FFFFF
0xFD8F0000-0xFD8FOFFF
0xFDAO00000-0xFDBFFFFF
0xFDB00000-0xFDBFFFFF
0xFDAF0000-0xFDAFOFFF
0xF7C00000-0xF7DFFFFF
0xF7D00000-0xF7DFFFFF
0xF7CF0000-0xF7CFOFFF
0xF7E00000-OxF7FFFFFF
0xF7F00000-0xF7FFFFFF
0xF7EF0000-0xF7EFOFFF
0xF7AF0000-0xF7AF03FF
Controller-24DD  OK
0xE8000000-0XEFFFFFFF
0xF7BF0000-0xF7BFFFFF
0xF7BEO000-0xF7BEO1FF

0xF7BD0000-0xF7BDO7FF
0xF7BC0000-0xF7BC1FFF

PCI standard PCI-to-PCl bridge OK
Intel(R) 6700PXH PCI Express-to-PCl
HP NC371i Virtual Bus Device OK
HP NC371i Virtual Bus Device OK
Intel(R) 6700PXH PCI Express-to-PCl
Smart Array P600 Controller OK
Smart Array P600 Controller OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCI bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller OK
PCI standard PCI-to-PCI bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller ~ OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller ~ OK
PCI standard PCI-to-PCl bridge OK
Smart Array P800 Controller OK
Smart Array P800 Controller ~ OK
Intel(R) 82801EB USB2 Enhanced Host
ATI ES1000 OK
ATI ES1000 OK
Base System Device OK

Base System Device OK
Base System Device OK

0x00000170-0x00000177 Secondary IDE Channel OK

0x00000376-0x00000376 Secondary IDE Channel OK

[IRQs]

Resource Device  Status

IRQ9 Microsoft ACPI-Compliant System OK

IRQ24  HP NC371i Virtual Bus Device OK

IRQ 27  HP NC371i Virtual Bus Device OK

IRQ50  Smart Array P600 Controller OK

IRQ 16  Smart Array P800 Controller ~ OK

IRQ 16  Smart Array P800 Controller OK

IRQ 16  Smart Array P800 Controller OK

IRQ 16  Smart Array P800 Controller ~ OK

IRQ 16  Smart Array P800 Controller ~ OK

IRQ 16  Smart Array P800 Controller OK

IRQ 16 Intel(R) 82801EB USB Universal Host Controller - 24D2
OK

IRQ 16  Intel(R) 82801EB USB Universal Host Controller - 24DE
OK

IRQ 19 Intel(R) 82801EB USB Universal Host Controller - 24D4
OK

IRQ 18 Intel(R) 82801EB USB Universal Host Controller - 24D7
OK

IRQ 23 Intel(R) 82801EB USB2 Enhanced Host Controller - 24DD
OK

IRQ 23  ATI ES1000 OK

IRQ11  Base System Device OK

IRQ 10 Base System Device OK

IRQ 22  Standard Universal PCI to USB Host Controller OK

IRQO System timer OK

IRQ1 Standard 101/102-Key or Microsoft Natural PS/2 Keyboard
OK

IRQ 12  PS/2 Compatible Mouse OK

IRQ 4 Communications Port (COM1) OK
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0xF7B00000-0xF7B7FFFF
0xFEG60C000-0xFEGOFFFF

Base System Device OK
Motherboard resources OK
O0XFEBFFC00-0XxFEBFFFFF
Controllers -24DB  OK

Intel(R) 82801EB Ultra ATA Storage

[Components]

[Multimedia]

[Audio Codecs]

CODEC Manufacturer Description Status File
Version  Size Creation Date
c:\windows\system32\msg711.acm Microsoft Corporation
OK C:\WINDOWS\system32\MSG711.ACM

5.2.3790.1830 (srv03_spl_rtm.050324-1447)
(13,824 bytes) 3/25/2005 6:00 AM
c:\windows\system32\imaadp32.acm
OK
C:\WINDOWS\system32\IMAADP32.ACM5.2.3790.1830
(srv03_spl_rtm.050324-1447) 24.00 KB (24,576 bytes)
3/25/2005 6:00 AM
c:\windows\system32\tssoft32.acm DSP GROUP, INC.
OK C:\WINDOWS\system32\TSSOFT32.ACM 1.01
13.50 KB (13,824 bytes) 3/25/2005 6:00 AM
c:\windows\system32\msgsm32.acm Microsoft Corporation
OK
C:\WINDOWS\system32\MSGSM32.ACM 5.2.3790.1830
(srv03_spl_rtm.050324-1447) 34.50 KB (35,328 hytes)
3/25/2005 6:00 AM
c:\windows\system32\msadp32.acm

13.50 KB

Microsoft Corporation

Microsoft Corporation

Description CD-ROM Dirive

Media Loaded No

Media Type CD-ROM

Name TEAC DW-224E-C

Manufacturer (Standard CD-ROM drives)

Status OK

Transfer Rate Not Available

SCSI Target ID 0

PNP Device ID IDE\CDROMTEAC_DW-224E-

C C.8D___ \5&33D30D07&0&0.0.0
Driver c:\windows\system32\drivers\cdrom.sys (5.2.3790.1830

(srv03_spl_rtm.050324-1447), 75.50 KB (77,312 bytes), 3/25/2005 6:00
AM)

[Sound Device]

Item Value

[Display]

Iltem Value

Name ATI ES1000

PNP Device ID
PCI\VEN_1002&DEV_515E&SUBSYS_31FB103C&REV_02\4

&3A321F38&0&18F0

Adapter Type ATI ES1000 (0x515E), ATI Technologies Inc.
compatible

Adapter Description ATl ES1000

Adapter RAM 32.00 MB (33,554,432 bytes)

Installed Drivers ati2dvag.dll

Driver Version 6.14.10.6583

INF File oem3.inf (ati2mtag_RN50 section)
Color Planes 1

Color Table Entries 4294967296
Resolution 1024 x 768 x 60 hertz

OK C:\WINDOWS\system32\MSADP32.ACM | Bits/Pixel 32
5.2.3790.1830 (srv03_spl_rtm.050324-1447) 23.50 KB | Memory Address 0xE8000000-0XxEFFFFFFF
(24,064 bytes) 3/25/2005 6:00 AM 1/0 Port  0x00003000-0x000030FF
Memory Address 0xF7BF0000-0xF7BFFFFF
[Video Codecs] IRQ Channel IRQ 23
1/0 Port  0x000003B0-0x000003BB
CODEC Manufacturer Description Status File 1/0 Port  0x000003C0-0x000003DF
Version  Size Creation Date Memory Address 0xA0000-0xBFFFF
c:\windows\system32\msrle32.dIIMicrosoft Corporation Driver c:\windows\system32\drivers\ati2mtag.sys (6.14.10.6583, 1.97
OK C:\WINDOWS\system32\MSRLE32.DLL MB (2,066,432 bytes), 6/28/2006 8:49 PM)
5.2.3790.1830 (srv03_spl_rtm.050324-1447) 15.50 KB
(15,872 bytes) 3/25/2005 6:00 AM [Infrared]
c:\windows\system32\tshyuv.dll Microsoft Corporation
OK C:\WINDOWS\system32\TSBYUV.DLL Item Value
5.2.3790.1830 (srv03_spl_rtm.050324-1447) 12.50 KB
(12,800 bytes) 3/24/2005 11:34 AM [Input]
c:\windows\system32\iyuv_32.dll Microsoft Corporation
OK C:\WINDOWS\system32\IYUV_32.DLL
5.2.3790.1830 (srv03_spl_rtm.050324-1447) 52.50 KB
(53,760 bytes) 3/24/2005 11:19 AM [Keyboard]
c:\windows\system32\msvidc32.dll Microsoft Corporation
OK Item Value
C:\WINDOWS\system32\MSVIDC32.DLL 5.2.3790.1830 Description USB Human Interface Device
(srv03_spl_rtm.050324-1447) 43.00 KB (44,032 bytes) Name Enhanced (101- or 102-key)
3/25/2005 6:00 AM Layout 00000409
c:\windows\system32\msyuv.dll Microsoft Corporation PNP Device ID
OK C:\WINDOWS\system32\MSYUV.DLL USB\VID_03F0&PID_1027&MI_00\7&12CAF17&0&0000
5.2.3790.1830 (srv03_spl_rtm.050324-1447) 21.00 KB
(21,504 bytes) 3/24/2005 11:21 AM Number of Function Keys 12
Driver c:\windows\system32\drivers\hidusb.sys (5.2.3790.1830
[CD-ROM] (srv03_spl_rtm.050324-1447), 18.50 KB (18,944 bytes), 3/25/2005 6:00
AM)
Item Value
Drive D:
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Description
Keyboard
Name Enhanced (101- or 102-key)

Layout 00000409

PNP Device ID ACPI\PNP0303\4&369939D9&0

Number of Function Keys 12

1/0 Port  0x00000060-0x00000060

I/0 Port  0x00000064-0x00000064

IRQ Channel IRQ 1

Driver c:\windows\system32\drivers\i8042prt.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 91.00 KB (93,184 bytes), 3/25/2005 6:00
AM)

Standard 101/102-Key or Microsoft Natural PS/2

[Pointing Device]

Item Value

Hardware Type USB Human Interface Device
Number of Buttons 5

Status OK

PNP Device ID

USB\VID_03F0&PID_1027&MI_01\7&12CAF17&0&0001

Power Management Supported No

Double Click Threshold 6

Handedness Right Handed Operation

Driver ¢:\windows\system32\drivers\hidusb.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 18.50 KB (18,944 bytes), 3/25/2005 6:00
AM)

Hardware Type PS/2 Compatible Mouse

Number of Buttons 5

Status OK

PNP Device ID ACPI\PNPOF13\4&369939D9&0
Power Management Supported No

Double Click Threshold 6

Handedness Right Handed Operation

IRQ Channel IRQ 12

Driver c:\windows\system32\drivers\i8042prt.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 91.00 KB (93,184 bytes), 3/25/2005 6:00
AM)

[Modem]

Item Value

[Network]

[Adapter]

Iltem Value

Name [00000001] RAS Async Adapter
Adapter Type Not Available
Product Type RAS Async Adapter
Installed Yes

PNP Device ID Not Available

Last Reset 8/29/2006 9:56 AM

Index 1

Service Name AsyncMac

IP AddressNot Available

IP Subnet Not Available

Default IP Gateway Not Available

DHCP Enabled No

DHCP Server Not Available

DHCP Lease Expires Not Available

DHCP Lease Obtained Not Available
MAC Address Not Available

Name [00000002] WAN Miniport (L2TP)

Adapter Type Not Available

Product Type WAN Miniport (L2TP)

Installed Yes

PNP Device ID ROOT\MS_L2TPMINIPORT\0000
Last Reset 8/29/2006 9:56 AM

Index 2

Service Name Rasl2tp

IP AddressNot Available

IP Subnet Not Available

Default IP Gateway Not Available

DHCP Enabled No

DHCP Server Not Available

DHCP Lease Expires Not Available

DHCP Lease Obtained Not Available

MAC Address Not Available

Driver c:\windows\system32\drivers\rasl2tp.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 132.00 KB (135,168 bytes), 3/25/2005 6:00
AM)

Name [00000003] WAN Miniport (PPTP)

Adapter Type Wide Area Network (WAN)
Product Type WAN Miniport (PPTP)

Installed Yes

PNP Device ID ROOT\MS_PPTPMINIPORT\0000
Last Reset 8/29/2006 9:56 AM

Index 3

Service Name PptpMiniport

IP AddressNot Available

IP Subnet Not Available

Default IP Gateway Not Available

DHCP Enabled No

DHCP Server Not Available

DHCP Lease Expires Not Available

DHCP Lease Obtained Not Available

MAC Address 50:50:54:50:30:30

Driver c:\windows\system32\drivers\raspptp.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 117.50 KB (120,320 bytes), 3/25/2005 6:00
AM)

Name  [00000004] WAN Miniport (PPPOE)

Adapter Type Wide Area Network (WAN)

Product Type WAN Miniport (PPPOE)

Installed  Yes

PNP Device ID ROOT\MS_PPPOEMINIPORT\0000
Last Reset 8/29/2006 9:56 AM

Index 4

Service Name RasPppoe

IP AddressNot Available

IP Subnet Not Available

Default IP Gateway Not Available

DHCP Enabled No

DHCP Server Not Available

DHCP Lease Expires Not Available

DHCP Lease Obtained Not Available

MAC Address 33:50:6F:45:30:30

Driver c:\windows\system32\drivers\raspppoe.sys (5.2.3790.1830
(srv03_spl_rtm.050324-1447), 67.50 KB (69,120 bytes), 3/25/2005 6:00
AM)

Name [00000005] Direct Parallel

Adapter Type Not Available

Product Type Direct Parallel

Installed  Yes

PNP Device ID ROOT\MS_PTIMINIPORT\0000
Last Reset 8/29/2006 9:56 AM

Inde<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>