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Abstract

This document contains the methodology and results of the TPC Benchmark™ H (TPC-H) test conducted on the Cisco UCS
C245 M6 Rack-Mount Server, in conformance with the requirements of the TPC-H Standard Specification, Revision 3.0.0.
The operating system used for the benchmark was Red Hat Enterprise Linux 8.4 and database software used for the
benchmark was Microsoft SQL Server 2019 Enterprise Edition.

Cisco UCS C245 M6 Server

Company Name

System Name

Database Software

Operating System

Cisco Systems, Inc

Cisco UCS C245 M6
Server

Microsoft SQL Server
2019 Enterprise Edition

Red Hat Enterprise Linux 8.4

TPC Benchmark®© H Metrics

Total System Cost

TPC-H Performance

TPC-H
Price/Performance

Availability Date

1,371,045 USD

1,650,802
QphH@30,000GB

830.54
$/kQphH@30,000GB

Apr 1, 2022
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Total System Cost

Composite Query per Hour Metric

Price / Performance

1,371,045 USD

1,650,802

830.54 USD

QphH@30000GB $ / kQphH@30000GB
Database Size Database Manager Operating Other Software Availability Date
System
Microsoft SQL Server 2019 Red Hat
Enterprise Edition for Linux Enterprise
30000GB Linux 8.4 1-Apr-2022
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Database Load Time = 14h 42m 16s

Storage Redundancy Level

Load Includes Backup: Y Base Tables and Auxiliary Data Structures 0
Total Data Storage / Database Size = 2.36 DBMS Temporary Space 0
Percentage Memory / Database Size = 27.3% OS and DBMS Software 1
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Cisco UCS C245 M6 Server

System Configuration:
2/128/256 AMD EPYC 7763 (2.45GHz, 256MB L3 cache)

Processors/Cores/Threads/Model:

Memory: 8 TB (32x 256GB)
Storage: 10 x 960GB 2.5-inch Enterprise Performance 6G SATA SSDs, 4x 3.8TB 2.5-inch Enterprise
Value 6G SATA SSD, 8 x 6.4TB 2.5in U.2 Intel P5600 NVMe High Perf Medium Endurance,

Total Storage:  70,780.52 GiB

Mar 23, 2022
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CISCO

UCS M6 RACK, BLADE MLB

UCS C245 M6 Rack w/o CPU, mem, drives, 2U w/24HDD backplane
AMD 2.45GHz 7763 280W 64C/256MB Cache DDR4 3200MHz
Cisco UCS VIC 1477 dual port 40/100G QSFP28 mLOM

IMC SW (Recommended) latest release for C-Series Servers.
Trusted Platform Module2.0 UCS seners(FIPS 140-2 Compliant)
Ball Bearing Rail Kit for C220 & C240 M6 rack seners

UCS C-Series M5 SFF drive blanking panel

C240 / C245 M6 Riser2A; (x8;x16;x8);StBkt; (CPU2)

M6 SuperCap

CBL C240 / C245 M6SX PB+ to Riser 1B

CBL Super Cap for PB+ C240 / C245 M6

Heatsink 2U SFF PCle SKU

C245M6 2U24SFF MB CPU1(NVMe-D) to PB PLUS

C245M6 2U24SFF(PB PLUS) Front NVMe cable X2

256 GB LRDIMM 8Rx4 3200 (16Gb) (3DS)

C240 M6 RiserlB; 2xHDD/SSD; StBkt; (CPU1)

C240 M6 Riser 3B; 2xHDD; StBkt; (CPU2)

Cisco M6 12G SAS RAID Controller with 4GB FBWC (28 Drives)
6.4TB 2.5in U.2 Intel P5600 NVMe High Perf Medium Endurance
960GB 2.5in Enterprise performance 6GSATA SSD(3X endurance)
3.8TB 2.5 inch Enterprise Value 6G SATA SSD

6.4TB 2.5in U.2 Intel P5600 NVMe High Perf Medium Endurance
Cisco UCS 2300W AC Power Supply for Rack Servers

ECO friendly green option, no power cable will be shipped
Customer using alternate systems mgt. tool: UCSM

Unknown

Unknown

Intersight Opt Out

3YR SNTC 24X7X40S UCS C245 M6 Rack w/o CPU, mem, drives, 2

Large Purchase discount: 61% for hardware and 35% for senice.
IOGEAR GKM513Spill Proof Keyboard & Mouse Combo
ASUS 19.5" VS207D-P Widescreen LED 1600x900 VGA

Software

23% discount on 4,598.46
Microsoft Problem Resolution Senices

Source: 1-Cisco, 2-Microsft, 3-IOGEAR, 4-ASUS
Audited by Doug Johnson from InfoSizing.(sizing.com)

Thank you

UCS-M6-MLB
UCSC-C245-M6SX
UCS-CPU-A7763
UCSC-M-V100-04
CIMC-LATEST
UCSX-TPM2-002B-C
UCSC-RAIL-M6
UCSC-BBLKD-S2
UCSC-RIS2A-240M6
UCS-SCAP-M6
CBL-R1B-SD-240M6
CBL-SCAPSD-C240M6
UCSC-HSHP-C245M6
CBL-SDSAS-245M6
CBL-SDFNVME-245M6
UCS-ML-256G8RW
UCSC-RIS1B-240M6
UCSC-RIS3B-240M6
UCSC-RAID-M6SD

Cisco UCS C245 M6 Server

P RPN PR R PR PR RPRNR PR

w
PRl

TPC-H Rev. 3.0.0
TPC-Pricing Rev. 2.8.0

Report Date: 23-Mar-2022

SQL Sener2019 Enterprise Edition for Linux UX (2 cores license, 128 Cores)
Red Hat Enterprise Linux Server, 2 Sockets w/ Premium 24x7 support, with

"This Price Estimate does not constitute an offer by CISCO to sell products, but
is instead an invtation to issue a purchase order to CISCO until the valid date
specified in this price estimate. Such a purchase order will be subject to Cisco's
standard procedures, terms and conditions for the acceptance of purchase
orders. This order may be subject to indirect tax (VAT, GST, sales tax or other
indirect taxes), duty and freight charges even if not noted on this estimate."
Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually negotiated discounts are not permitted.
Special prices based on assumptions about past or future purchases are not permitted. All discounts reflect standard pricing policies for the listed components. For complete details, see
the pricing sections of the TPC benchmark pricing specifications. If you find that the stated prices are not available according to these terms, please inform the TPC at pricing@tpc.org.

UCS-NVMEI4-16400
UCS-SD960G63X-EP
UCS-SD38T6I1X-EV
UCS-NVMEI4-16400
UCSC-PSU1-2300W
NO-POWER-CORD
OPTOUT-USE-UCSM
UCS-SID-INFR-UNK
UCS-SID-WKL-UNK
DC-MGT-OPTOUT

CON-30SP-UCSCC244

GKM513B
VP229HE

NA

NA

=
o &

PR R PR RPRRPRRRPRRRPRRPRPRPRPRRERRRRPRRRERRREPRRPR
PR PP NNA N

=

Three-Year Cost of Ownership

QphH

$/kQphH

0.00 0.00
7,332.70 7,332.70
53,003.89 106,007.78
2,960.44 2,960.44

0.00 0.00

88.72 88.72

360.62 360.62

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00
27,099.00 867,168.00

647.30 647.30
499.44 499.44
5,505.74 5,505.74
20,786.31 83,145.24
4,003.02 40,030.20
10,668.08 42,672.32
20,786.31 83,145.24
1,405.73 2,811.46

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00
3,622.50 0.00
Subtotal 1,242,375.20

Discounted Price -757,848.87
24.95 74.85
139.00 417.00
Hardware Subtotal 485,018.18
13,748.00 879,872.00
3,540.81 3,540.81
259 0
Software Subtotal 883,412.81
Total 1,368,430.99
1,371,045
1,650,802
830.54

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

3,622.50

3,622.50
-1,267.88

2,354.62

259
259.00
2,613.62

UsbD
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Measurement Results

Database Scaling

(SF/Size)

Total Data Storage/Database Size

Percentage Memo

Start of Database

ry/Database Size

Load Time

End of Database Load Time

Database Load Time

30,000

2.36

27.3

02/05/2022 20:14:53
02/06/2022 11:05:13
00d 14h 42m 16s

Query Streams for Throughput Test (S) 10
TPC-H Power 2,017,757.1
TPC-H Throughput 1,350,582.4
TPC-H Composite 1,650,802
Total System Price Over 3 Years $1,371,045
TPC-H Price/Performance Metric ($/kQphH@30000GB) $830.54
Measurement Interval
Measurement Interval in Throughput Test (Ts)
Duration of stream execution: 17,592.41
Query Start Time Total Time RF1 Start Time RF2 Start Time
Seed
Query End Time (hh:mm:ss) RF1 End Time RF2 End Time
Power Run
2022-02-06 23:45:25 2022-02-06 23:41:50 2022-02-07 00:13:48
206110513 00:28:21
2022-02-07 00:13:46 2022-02-06 23:45:23 2022-02-07 00:23:06
Throughput Query Start Time Total Time RF1 Start Time RF2 Start Time
Stream Seed
Query End Time (hh:mm:ss) RF1 End Time RF2 End Time
2022-02-07 00:23:05 2022-02-07 00:23:05 2022-02-07 00:28:15
1 206110514 04:32:24
2022-02-07 04:55:29 2022-02-07 00:28:15 2022-02-07 00:40:41
2022-02-07 00:23:05 2022-02-07 00:40:41 2022-02-07 00:45:03
2 206110515 04:46:14
2022-02-07 05:09:19 2022-02-07 00:45:03 2022-02-07 00:56:34
2022-02-07 00:23:05 2022-02-07 00:56:34 2022-02-07 01:01:17
3 206110516 04:25:52
2022-02-07 04:48:57 2022-02-07 01:01:17 2022-02-07 01:15:15
2022-02-07 00:23:05 2022-02-07 01:15:15 2022-02-07 01:19:40
4 206110517 04:52:59
2022-02-07 05:16:04 2022-02-07 01:19:40 2022-02-07 01:31:10
5 206110518 2022-02-07 00:23:05 04:48:43 2022-02-07 01:31:10 2022-02-07 01:36:13
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206110519

206110520

206110521

206110522

206110523

2022-02-07 05:11:48

2022-02-07 00:23:05

2022-02-07 05:01:28

2022-02-07 00:23:05

2022-02-07 05:14:38

2022-02-07 00:23:05

2022-02-07 05:16:18

2022-02-07 00:23:05

2022-02-07 05:13:56

2022-02-07 00:23:05

2022-02-07 04:56:48

04:38:23

04:51:33

04:53:13

04:50:51

04:33:43

2022-02-07 01:36:13

2022-02-07 01:50:37

2022-02-07 01:55:19

2022-02-07 02:07:44

2022-02-07 02:13:14

2022-02-07 02:26:02

2022-02-07 02:30:43

2022-02-07 02:45:24

2022-02-07 02:50:45

2022-02-07 03:03:30

2022-02-07 03:08:14

2022-02-07 01:50:37

2022-02-07 01:55:19

2022-02-07 02:07:44

2022-02-07 02:13:14

2022-02-07 02:26:01

2022-02-07 02:30:44

2022-02-07 02:45:24

2022-02-07 02:50:45

2022-02-07 03:03:29

2022-02-07 03:08:14

2022-02-07 03:22:54
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Cisco UCS C245 M6
Server

TPC-H Rev. 3.0.0

TPC-Pricing Rev. 2.8.0

Report Date: 23-Mar-2022

TPC-H Timing Intervals (in seconds)

Stream ID| Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12
0 24.85 20.11 65.99 69.12 90.62 1.76 53.20 90.85 251.26 48.21 122.39 24.88

1 735.30 127.51 1,754.79 495.59 703.70 108.89 | 1,050.09 | 1,034.74 | 1,378.42 | 632.11 674.30 590.62

2 868.07 139.01 461.64 703.60 1,055.65 10.61 783.25 967.29 | 1,219.91 | 941.83 770.82 | 1,010.37

3 845.95 103.04 1,046.58 560.51 1,240.89 | 119.76 883.73 880.03 |1,184.29 | 636.14 964.99 553.34

4 349.90 168.26 450.61 848.85 500.22 92.86 737.82 |1,056.50 | 1,123.65 | 935.46 | 1,090.85 | 1,004.08

5 1,028.74 | 113.30 618.04 1,509.99 444.34 112.57 603.78 580.23 | 1,165.14 | 1,195.04 | 658.65 918.24

6 452.38 104.83 1,648.38 774.90 849.80 81.60 800.91 778.84 | 1,589.92 | 451.03 786.50 848.84

7 1,053.52 | 145.39 563.80 882.37 414.64 104.94 | 1,187.25|1,242.16 | 1,397.25 | 494.27 787.16 | 1,037.15

8 839.99 90.26 587.76 551.84 917.04 108.55 805.11 | 1,415.93 | 1,257.26 | 472.53 262.61 | 1,139.86

9 453.22 124.10 967.56 506.74 735.88 94.76 736.90 |1,214.26 | 1,217.06 | 874.80 871.55 658.47
10 324.99 142.70 783.32 675.44 744.47 44.41 864.65 889.47 982.21 768.03 788.94 819.01
Qi Min 24.85 20.11 65.99 69.12 90.62 1.76 53.20 90.85 251.26 48.21 122.39 24.88
Qi Avg 634.26 116.23 813.50 689.00 699.75 80.06 773.34 922.75 |1,160.58 | 677.22 707.16 782.26

Qi Max |1,053.52 | 168.26 1,754.79 | 1,509.99 | 1,240.89 | 119.76 | 1,187.25|1,415.93 | 1,589.92 | 1,195.04 | 1,090.85 | 1,139.86

Stream ID | Q13 | Q14 Q15 Q16 Q17 Q18 Q19 | Q20 Q21 Q22 RF1 RF2
0 185.27 10.21 7.55 38.55 31.26 233.06 16.36 47.65 204.73 62.01 213.19 557.38

1 1,364.72 | 124.72 66.52 94.86 807.32 |2,128.42 | 209.87 795.65 | 1,043.85| 421.60 309.57 745.61

2 583.89 126.82 136.39 813.67 1,149.43 | 2,494.14 | 211.21 657.34 | 1,217.93 | 850.35 261.81 690.94

3 527.14 118.00 106.72 511.47 579.48 |2,417.48 | 874.53 362.17 721.55 713.35 283.40 837.05

4 1,134.13 | 121.69 130.20 401.20 908.87 |2,387.32 | 739.94 86.16 2,688.15 | 621.53 265.61 689.18

5 1,741.84 | 129.22 141.39 169.83 608.29 |1,837.01| 656.94 |1,140.18 | 1,029.33 | 919.58 303.40 863.82

6 1,355.80 99.75 29.52 256.41 770.75 | 1,607.30| 714.77 723.78 | 1,147.82 | 828.09 282.05 744.21

7 960.34 392.12 85.34 724.34 660.32 | 1,826.04 | 518.93 692.00 | 1,508.67 | 813.82 330.50 766.91

8 1,358.12 | 111.28 588.73 290.10 1,031.25|1,881.36 | 446.54 |1,024.46 | 1,743.35 | 668.23 281.89 880.63

9 2,199.66 | 286.31 84.16 452.10 955.77 | 1,349.22 | 762.49 594.26 | 1,231.43|1,079.70 | 321.03 763.86

10 1,504.67 | 319.68 115.79 522.03 1,079.98 | 1,665.33 | 542.87 948.22 |1,275.41 | 620.41 283.98 880.75
Qi Min 185.27 10.21 7.55 38.55 31.26 233.06 16.36 47.65 204.73 62.01 213.19 557.38
Qi Avg 1,174.14 | 167.25 135.66 388.60 780.25 | 1,802.43 | 517.68 642.90 | 1,255.66 | 690.79 285.13 765.49
Qi Max 2,199.66 | 392.12 588.73 813.67 1,149.43 | 2,494.14 | 874.53 | 1,140.18 | 2,688.15 | 1,079.70 | 330.50 880.75
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Preface

TPC Benchmark™ H Overview

The TPC Benchmark™ H (TPC-H) is a decision support benchmark. It consists of a suite of business oriented ad-hoc queries
and concurrent data modifications. The queries and the data populating the database have been chosen to have broad
industry-wide relevance while maintaining a sufficient degree of ease of implementation. This benchmark illustrates decision
support systems that

Examine large volumes of data.
Execute queries with a high degree of complexity.

Give answers to critical business questions.

TPC-H evaluates the performance of various decision support systems by the execution of sets of queries against a standard
database under controlled conditions. The TPC-H queries:

Give answers to real-world business questions.

Simulate generated ad-hoc queries (e.g., via a point and click GUI interface);

Are far more complex than most OLTP transactions.

Include a rich breadth of operators and selectivity constraints.

Generate intensive activity on the part of the database server component of the system under test.
Are executed against a database complying to specific population and scaling requirements.

Are implemented with constraints derived from staying closely synchronized with an on-line production
database.

The TPC-H operations are modeled as follows:

The database is continuously available 24 hours a day, 7 days a week, for ad-hoc queries from multiple end
users and data modifications against all tables, except possibly during infrequent (e.g., once a month)
maintenance sessions.

The TPC-H database tracks, possibly with some delay, the state of the OLTP database through on-going
refresh functions which batch together a number of modifications impacting some part of the decision support
database.

Due to the world-wide nature of the business data stored in the TPC-H database, the queries and the refresh
functions be executed against the database at any time, especially in relation to each other. In addition, this
mix of queries and refresh functions is subject to specific ACIDity requirements, since queries and refresh
functions execute concurrently.

To achieve the optimal compromise between performance and operational requirements, the database
administrator can set, once and for all, the locking levels and the concurrent scheduling rules for queries and
refresh functions.

The performance metric reported by TPC-H is called the TPC-H Composite Query-per-Hour Performance Metric
(QphH@Size) and reflects multiple aspects of the capability of the system to process queries. These aspects include the
selected database size against which the queries are executed, the query processing power when queries are submitted by a
single stream and the query throughput when queries are submitted by multiple concurrent users. The TPC-H
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Price/Performance metric is expressed as $/kQphH@Size. To be compliant with the TPC-H standard, all references to TPC-
H results for a given configuration must include all required reporting components. The TPC believes that comparisons of
TPC-H results measured against different database sizes are misleading and discourages such comparisons.

The TPC-H database must be implemented using a commercially available database management system (DBMS) and the
queries executed via an interface using dynamic SQL. The specification provides for variants of SQL, as implementers are
not required to have implemented a specific SQL standard in full.

TPC-H uses terminology and metrics that are similar to other benchmarks, originated by the TPC and others. Such similarity
in terminology does not in any way imply that TPC-H results are comparable to other benchmarks. The only benchmark
results comparable to TPC-H are other TPC-H results compliant with the same revision.

Despite the fact that this benchmark offers a rich environment representative of many decision support systems, this
benchmark does not reflect the entire range of decision support requirements. In addition, the extent to which a customer can
achieve the results reported by a vendor is highly dependent on how closely TPC-H approximates the customer application.
The relative performance of systems derived from this benchmark does not necessarily hold for other workloads or
environments. Extrapolations to any other environment are not recommended.

Benchmark results are highly dependent upon workload, specific application requirements, and systems design and
implementation. Relative system performance will vary as a result of these and other factors. Therefore, TPC-H should not be
used as a substitute for a specific customer application benchmarking when critical capacity planning and/or product
evaluation decisions are contemplated.

Further information is available at www.tpc.org
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General Items

0.1 Test Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.

This benchmark was sponsored by Cisco Systems, Inc. Testing took place at Cisco Systems, San-Jose lab.

0.2 Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been changed from the defaults
found in actual products, including by not limited to:

Database Tuning Options

Optimizer/Query execution options

Query processing tool/language configuration parameters

Recovery/commit options

Consistency/locking options

Operating system and configuration parameters

Configuration parameters and options for any other software component incorporated into the pricing structure

Compiler optimization options

This requirement can be satisfied by providing a full list of all parameters and options, as long as all those which
have been modified from their default values have been clearly identified and these parameters and options are only
set once.

The Supporting File Archive contains the Operating System and DBMS parameters used in this benchmark.

0.3 Configuration Diagrams

Diagrams of both measured and priced configurations must be provided, accompanied by a description of the
differences. This includes, but is not limited to:

Number and type of processors

Size of allocated memory, and any specific mapping/partitioning of memory unique to the test.
Number and type of disk units (and controllers, if applicable).

Number of channels or bus connections to disk units, including their protocol type.

Number of LAN (e.g. Ethernet) Connections, including routers, workstations, terminals, etc., that were physically
used in the test or are incorporated into the pricing structure.

Type and the run-time execution location of software components (e.g., DBMS, query processing tools/languages,
middle-ware components, software drivers, etc.).

The Cisco UCS C245 M6 server features:

e Upto Two AMD Milan or Rome Processors (up to 64 cores per socket) — EPYC 7002 or 7003
series Processors

e 3200-MHz DDR4 memory, 32 DDR4 DIMM slots: 16, 32, 64, 128 and 256 GB;
e Upto 6 PCle 4.0slots plus 1 dedicated 12-Gbps RAID controller slot
e RAID controllers
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o Cisco 12-Ghps Modular RAID Controller (PCle 4.0) with 4-GB Flash-Backed Write
Cache (FBWC), providing enterprise-class data protection for up to 24 SAS and SATA
HDDs and SSDs

e Internal Storage
Support for up to 32 hot-swappable 2.5-inch Small Form Factor (SFF) drives
o  Upto 24 front loading 2.5-inch SAS/SATA HDDs and SSDs drives
o  Upto8(4 in the front and 4 in the rear) 2.5-inch U.2 NVMe drives

o Internal Secure Digital (SD) or M.2 boot options

e Dual 10GBASE-T Intel X550 Ethernet ports
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Note: There were no differences between the tested and priced configuration.
The measured configuration consists of a Cisco UCS C245 M6 Rack-Mount Server with:

2 X AMD 2.45GHz 7763 280W 64C/256MB Cache DDR4 3200MHz

8 TB of Memory (32x 256GB DDR4 3200 LRDIMM)

8 X 6.4TB 2.5in U.2 Intel P5600 NVMe High Perf Medium Endurance

1 x Cisco 12-Gbps modular RAID controller with 4-GB cache module
o 10 x 960GB 2.5in Enterprise performance 6GSATA SSD (3X End.)
o 4x3.8TB 2.5-inch Enterprise Value 6G SATA SSD
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Clause 1: Logical Database Design
1.1 Database Definition Statements

Listings must be provided for all table definition statements and all other statements used to set up the test and
qualification databases

The Supporting File Archive contains the table definitions and all other statements used to set up the test and
qualification databases.

1.2 Physical Organization

The physical organization of tables and indices, within the test and qualification databases, must be disclosed. If the
column ordering of any table is different from that specified in Clause 1.4, it must be noted.

No column reordering was used.
1.3 Horizontal Partitioning
Horizontal partitioning of tables and rows in the test and qualification databases (see Clause 1.5.4) must be disclosed.

Horizontal partitioning is used on LINEITEM and ORDERS tables and the partitioning columns are L_SHIPDATE
and O_ORDERDATE. The partition granularity is by week.

1.4 Replication

Any replication of physical objects must be disclosed and must conform to the requirements of Clause 1.5.6.

No replication was used.
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Clause 2: Queries and Refresh Functions Related
Items

2.1 Query Language

The query language used to implement the queries must be identified.

T-SQL was the query language used.

2.2 Verifying Method of Random Number Generation

The method of verification for the random number generation must be described unless the supplied DBGEN and
QGEN were used.

TPC-supplied DBGEN version 2.18.0 and QGEN version 2.18.0 were used.

2.3 Generating Values for Substitution Parameters

The method used to generate values for substitution parameters must be disclosed. If QGEN is not used for this
purpose, then the source code of any non-commercial tool used must be disclosed. If QGEN is used, the version
number, release number, modification number and patch level of QGEN must be disclosed.

TPC supplied QGEN version 2.18.0 was used to generate the substitution parameters.

2.4 Query Text and Output Data from Qualification Database

The executable query text used for query validation must be disclosed along with the corresponding output data
generated during the execution of the query text against the qualification database. If minor modifications (see Clause
2.2.3) have been applied to any functional query definitions or approved variants in order to obtain executable query
text, these modifications must be disclosed and justified. The justification for a particular minor query modification
can apply collectively to all queries for which it has been used. The output data for the power and throughput tests
must be made available electronically upon request.

Supporting Files Archive contains the actual query text and query output. Following are the modifications to the query.
e InQl,Q4,Q5 Q6,Q10,Q12,Q14, Q15 and Q20, the “dateadd” function is used to perform date arithmetic.
e InQ7,Q8 and Q9, the “datepart” function is used to extract part of a date (e.g., datepart(yy,...)).
e InQ2,Q3,Q10, Q18 and Q21, the “top” function is used to restrict the number of output rows.
e The “COUNT_BIG” function is used in place of “COUNT” in Q1.

2.5 Query Substitution Parameters and Seeds Used

All the query substitution parameters used during the performance test must be disclosed in tabular format, along
with the seeds used to generate these parameters.

Supporting Files Archive contains the query substitution parameters and seed used.
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2.6 Isolation Level

The isolation level used to run the queries must be disclosed. If the isolation level does not map closely to one of the
isolation levels defined in Clause 3.4, additional descriptive detail must be provided.

The queries and transactions were run with “Read committed” isolation level.

2.7 Source Code of Refresh Functions

The details of how the refresh functions were implemented must be disclosed (including source code of any non-
commercial program used).

Supporting Files Archive contains the Source Code of refresh functions.
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Clause 3: Database System Properties

3.1 ACID Properties

The ACID (Atomicity, Consistency, Isolation, and Durability) properties of transaction processing systems must be
supported by the system under test during the timed portion of this benchmark. Since TPC-H is not a transaction
processing benchmark, the ACID properties must be evaluated outside the timed portion of the test.

All ACID tests were conducted according to specification. The Supporting Files Archive contains the source code of
the ACID test scripts.

3.2 Atomicity Requirements

The results of the ACID tests must be disclosed along with a description of how the ACID requirements were met.
This includes disclosing the code written to implement the ACID Transaction and Query.

3.2.1 Atomicity of the Completed Transactions

Perform the ACID Transaction for a randomly selected set of input data and verify that the appropriate rows have
been changed in the ORDER, LINEITEM, and HISTORY tables.

The following steps were performed to verify the Atomicity of completed transactions.

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
a randomly selected order key.

2. The ACID Transaction was performed using the order key from step 1.

3. The ACID Transaction committed.

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
the same order key. It was verified that the appropriate rows had been changed.

3.2.2 Atomicity of Aborted Transactions

Perform the ACID transaction for a randomly selected set of input data, submitting a ROLLBACK of the transaction
for the COMMIT of the transaction. Verify that the appropriate rows have not been changed in the ORDER,
LINEITEM, and HISTORY tables.

The following steps were performed to verify the Atomicity of the aborted ACID transaction:

1. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
a randomly selected order key.

2. The ACID Transaction was performed using the order key from step 1. The transaction was stopped prior to
the commit.

3. The ACID Transaction was ROLLED BACK.

4. The total price from the ORDER table and the extended price from the LINEITEM table were retrieved for
the same order key used in steps 1 and 2. It was verified that the appropriate rows had not been changed.

3.3 Consistency Requirements

Consistency is the property of the application that requires any execution of transactions to take the database from
one consistent state to another.

A consistent state for the TPC-H database is defined to exist when:

O_TOTALPRICE = SUM(L_EXTENDEDPRICE — L_DISCOUNT) * (1 + L_TAX)
For each ORDER and LINEITEM defined by (O_ORDERKEY = L_ORDERKEY)
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3.3.1 Consistency Test

Verify that ORDER and LINEITEM tables are initially consistent as defined in Clause 3.3.2.1, based upon a random
sample of at least 10 distinct values of O_ORDERKEY.

The following steps were performed to verify consistency:

1. The consistency of the ORDER and LINEITEM tables was verified based on a sample of O_ORDERKEYSs.
2. At least 100 ACID Transactions were submitted.

3. The consistency of the ORDER and LINEITEM tables was re-verified.

The Consistency test was performed as part of the Durability test explained in section 3.5.

3.4 Isolation Requirements

Operations of concurrent transactions must yield results which are indistinguishable from the results which would be
obtained by forcing each transaction to be serially executed to completion in some order.

3.4.1 Isolation Test 1 - Read-Write Conflict with Commit

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is committed.

The following steps were performed to satisfy the test of isolation for a read-only and a read-write committed
transaction:
1. An ACID Transaction was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
Transaction was suspended prior to Commit.
2. An ACID query was started for the same O_KEY used in step 1. The ACID query blocked and did not see
any uncommitted changes made by the ACID Transaction.
3. The ACID Transaction was resumed and committed.
4. The ACID query completed. It returned the data as committed by the ACID Transaction.

3.4.2 Isolation Test 2 - Read-Write Conflict with Rollback

Demonstrate isolation for the read-write conflict of a read-write transaction and a read-only transaction when the
read-write transaction is rolled back.

The following steps were performed to satisfy the test of isolation for read-only and a rolled back read-write
transaction:
1. An ACID transaction was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
Transaction was suspended prior to Rollback.
2. An ACID query was started for the same O_KEY used in step 1. The ACID query did not see any
uncommitted changes made by the ACID Transaction.
3. The ACID Transaction was ROLLED BACK.
4. The ACID query completed.

3.4.3 Isolation Test 3 - Write-Write Conflict with Commit
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is committed.

The following steps were performed to verify isolation of two update transactions:

1. An ACID Transaction T1 was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
transaction T1 was suspended prior to Commit.

2. Another ACID Transaction T2 was started using the same O_KEY and L_KEY and a randomly selected
DELTA.

3. T2 waited.

4. The ACID transaction T1 was allowed to Commit and T2 completed.

5. It was verified that:
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T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE
+(DELTA1*(T1.L_EXTENDEDPRICE/T1.L_QUANTITY))

3.4.4 Isolation Test 4 - Write-Write Conflict with Rollback
Demonstrate isolation for the write-write conflict of two update transactions when the first transaction is rolled back.

The following steps were performed to verify the isolation of two update transactions after the first one is rolled back:

1.

2.

3.
4.
5

An ACID Transaction T1 was started for a randomly selected O_KEY, L_KEY and DELTA. The ACID
Transaction T1 was suspended prior to Rollback.

Another ACID Transaction T2 was started using the same O_KEY and L_KEY used in step 1 and a randomly
selected DELTA.

T2 waited.

T1 was allowed to ROLLBACK and T2 completed.

It was verified that T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE.

3.4.5 Isolation Test 5 — Concurrent Read and Write Transactions on Different Tables

Demonstrate the ability of read and write transactions affecting different database tables to make progress
concurrently.

The following steps were performed to verify isolation of concurrent read and write transactions on different

tables:

1. An ACID Transaction T1 for a randomly selected O_KEY, L_KEY and DELTA. The ACID Transaction T1
was suspended prior to Commit.

2. Another ACID Transaction T2 was started using random values for PS_PARTKEY and PS_SUPPKEY.

3. T2 completed.

4. T1 completed and the appropriate rows in the ORDER, LINEITEM and HISTORY tables were changed.

3.4.6 Isolation Test 6 — Update Transactions during Continuous Read-Only Query Stream

Demonstrate the continuous submission of arbitrary (read-only) queries against one or more tables of the database
does not indefinitely delay update transactions affecting those tables from making progress.

The following steps were performed to verify isolation of update transaction during continuous read-only query:

1.

2.

3.
4.

An ACID Transaction T1 was started, executing Q1 against the qualification database. The substitution
parameter was chosen from the interval [0..2159] so that the query ran for a sufficient amount of time.
Before T1 completed, an ACID Transaction T2 was started using randomly selected values of O_KEY,
L_KEY and DELTA.

T2 completed before T1 completed.

It was verified that the appropriate rows in the ORDER, LINEITEM and HISTORY tables were changed.

3.5 Durability Requirements

The tested system must guarantee durability: the ability to preserve the effects of committed transactions and insure
database consistency after recovery from any one of the failures listed in Clause 3.5.2.

Three tests were performed
1. Removal of a Log Disk
2. Removal of a Data Disk
3. Power Loss

Each of these tests were performed against the qualification database. The qualification database is identical
to the test database in virtually every regard except size.
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3.5.1 Permanent Unrecoverable Failure of Any Durable Medium

Guarantee the database and committed updates are preserved across a permanent irrecoverable failure of any single
durable medium containing TPC-H database tables or recovery log tables.

A backup of the database was taken. The tests were conducted on the qualification database.

The steps performed to demonstrate that committed updates a preserved across a permanent irrecoverable failure of
disk drive containing data tables:

PO E

o No O

9.

10.
11.
12.

The database was backed up.

The consistency of the ORDERS and LINEITEM tables were verified.

Eleven streams of ACID transactions were started. Each stream executed a minimum of 100 transactions.
While the test was running, one of the 6.4TB Intel P5600 NVMe was detached (making it logically
unavailable).

A checkpoint was issued to force a failure.

Database error log recorded the failure.

The running ACID transactions were stopped.

The Database log was backed up.

The disk drive was reattached.

The database was dropped and restored.

When database restore completed, issued a command to apply the backed up log file.

The counts in the history table and success files were compared and verified, and the consistency of the
ORDERS and LINEITEM tables was verified.

The steps performed to demonstrate that committed updates a preserved across a permanent irrecoverable failure of
disk drive containing recovery logs:

NS

oo

8.

The database was backed up.

The consistency of the ORDERS and LINEITEM tables were verified.

Eleven streams of ACID transactions were started. Each stream executed a minimum of 100 transactions.
While the test was running, one of the disks (960G SSD) from the database log RAID-10 array was physically
removed.

The database log RAID-10 volume went to a degraded state.

The tests were still running without any problem even after the log disk was in a degraded state.

The pulled disk was replaced with a new disk. Log disk eventually completed its RAID rebuild process
without any issue. The tests were continued to run.

The consistency of the database was reconfirmed at the end of the test.

3.5.2 System Crash Test

Guarantee the database and committed updates are preserved across an instantaneous interruption (system
crash/system hang) in processing which requires the system to reboot to recover.

I A

The consistency of the ORDERS and LINEITEM tables were verified.

Eleven streams of ACID transactions were started. Each stream executed a minimum of 100 transactions.

While the streams of ACID transactions were still running, the system was powered off.

When power was restored, the system booted and the database was restarted.

The database went through a recovery period.

The counts in the history table and success files were compared and verified, and the consistency of the ORDERS

and LINEITEM tables was verified.

3.5.3 Memory Failure
Guarantee the database and committed updates are preserved across failure of all or part of memory (loss of contents).

See section 3.5.2
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Clause 4: Scaling and Database Population

4.1 Initial Cardinality of Tables

The cardinality (e.g., the number of rows) of each table of the test database, as it existed at the completion of the
database load (see clause 4.2.5) must be disclosed.

Table 4.1 lists the TPC Benchmark H defined tables and the row count for each table as they existed upon completion

of the build.
Table 4. 1: Initial Number of Rows

Table Name Row Count

Region 5
Nation 25
Supplier 300,000,000
Customer 4,500,000,000
Part 6,000,000,000
Partsupp 24,000,000,000
Orders 45,000,000,000
Lineitem 179,999,978,268

4.2 Distribution of Tables and Logs Across Media

The distribution of tables and logs across all media must be explicitly described for the tested and priced systems.
The storage system of the tested configuration consisted of:

e 8x6.4TB Intel P5600 2.5-inch U.2 NVMe disks

e 1xCisco 12-Gbps modular RAID controller with 4-GB cache module
o 10 x960GB 2.5-inch Enterprise Value (3X End..) 6G SATA SSD
o 4 x3.8TB 2.5-inch Enterprise Value 6G SATA SSD

The database tables and TempDB data files were hosted across eight 6.4TB Intel P5600 Extreme Perf High Endurance
NVMe disks. The database log and tempdb log files resided on a RAID-10 array of ten 960GB 2.5-inch Enterprise
Value SSD drives. The database backup was hosted on RAID-0 array made of four 3.8TB 2.5-inch Enterprise Value
6G SATA SSD drives. A detailed description of distribution of database filegroups and log can be found in Table 4.2.
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Table 4.2: Disk Array to Logical Drive Mapping

. Usable Disk
Logical . .. . RAID Total ] .
. Drive Description Drive Group Drive Letter/Mount Point
Allocation ) Format ) Space
Size Spindles
0S, sQL .
Binari(Zs 350 /sda/ - XFS Partition
960GB 2.5-inch
. ne /sdb/ - XFS Partition
Swap Enterprise Value 12G 864GB 10 10 500
SAS SSD [SWAP]
/sdc/ - XFS Partition
SQL DB LOG 3.5
Q Mount Point: /LOG
SQLDB & 6.4TB Intel P5600 /nvmeOn1/- XFS Partition;
TempDB ) . No Mount Point:
E Perf High .8TB 1 .8TB :
DATA Files xtreme Perf Hig 5.8 RAID 5.8
#1 Endurance /NVMeO-CPU1-DATA1
SQLDB & 6.4TB Intel P5600 /nvmelnl/- XFS Partition;
TempDB ) . No Mount Point:
E Perf High .8TB 1 .8TB :
DATA Files xtreme Perf Hig 5.8 RAID 5.8
# Endurance /NVMel-CPU1-DATA2
SQLDB & 6.4TB Intel P5600 /nvmed4n1/- XFS Partition;
TempDB ) . No Mount Point:
E Perf High .8TB 1 .8TB :
DATA Files xtreme Perf Hig 5.8 RAID 5.8
43 Endurance /NVMe4-CPU2-DATA3
SQLDB & 6.4TB Intel P5600 /nvme5n1/- XFS Partition;
TempDB ) : No Mount Point:
E Perf High .8TB 1 .8TB :
DATA Files xtreme Perf Hig 5.8 RAID 5.8
44 Endurance /NVMe5-CPU2-DATA4
SQLDB & 6.4TB Intel P5600 /nvme6n1/- XFS Partition;
TempDB ) . No Mount Point:
E Perf High .8TB 1 .8TB :
DATA Files xtreme Perf Hig 5.8 RAID 5.8
45 Endurance /NVMe2-CPU2-DATAS
SQL DB & 6.4TB Intel P5600 /nvme7n1/- XFS Partition;
TempDB ) ) No M Point:
Extreme Perf High 5.8TB 1 5.8TB ount Point:
DATAFiles | —omerernig RAID
46 Endurance /NVMe3-CPU2-DATA6
6.4TB Intel P5600 S
SQLDB& | Extreme PerfHigh | 5.8TB No 1 sgre | /MVMeInL/-XFS Partition;
TempDB Endurance RAID Mount Point:
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DATA Files /NVMe6-CPU2-DATA7
#7
ST(Z‘I;nI?)BDg 6.4TB Intel P5600 No /ane:].Oﬂl/' XFS Partition;
Ext Perf High 5.8TB 1 5.8TB Mount Point:
DATA Files xtreme Fert Hig RAID
#8 Endurance /NVMe7-CPU2-DATAS
3.8TB 2.5-inch
. ne /sdd- XFS Partition;
Backup Enterprise Value 6G 3.5TB 0 4 147B Mount Point: /backu
SATA SSD ' P

4.3 Mapping of Database Partitions/Replications

The mapping of database partitions/replications must be explicitly described.

Horizontal partitioning is used on LINEITEM and ORDERS tables and the partitioning columns are L_SHIPDATE
and O_ORDERDATE. The partition granularity is by week.

4.4 Implementation of RAID

Implementations use some form of RAID to ensure high availability. If used for data, auxiliary storage (e.g. indexes)
or temporary space, the level of RAID used must be disclosed for each device.

The database tables were hosted on eight 6.4TB Intel P5600 NVVMe drives. The temporary files were hosted on the

same drives as the database tables. The database log files resided on a RAID-10 array of ten 960 GB 2.5-inch SSD
drives. The database backup was hosted on RAID-0 array made of four 3.8 TB 2.5 inch SSD drives.

4.5 DBGEN Modifications

The version number, release number, modification number, and patch level of DBGEN must be disclosed. Any
modifications to the DBGEN (see Clause 4.2.1) source code must be disclosed. In the event that a program other than
DBGEN was used to populate the database, it must be disclosed in its entirety.

DBGEN version 2.18.0 was used, no modifications were made.
4.6 Database Load time
The database load time for the test database (see clause 4.3) must be disclosed.

The database load time was 14 hours 42 minutes and 16 seconds.

4.7 Data Storage Ratio

The data storage ratio must be disclosed. It is computed by dividing the total data storage of the priced configuration

(expressed in GB) by the size chosen for the test database as defined in 4.1.3.1. The ratio must be reported to the
nearest 1/100", rounded up.

The database storage ratio can be found in Table 4.7

Table 4.7: Data Storage Ratio
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Storage Devices Space per Total Disk Total Storage Scale St[()) a;;ae
g Disk(GiB) Space(GiB) | Capacity(GiB) factor Ratig
10 x 960 GB 2.5-inch
Enterprise Value 12G SAS 877 8770
SSD in RAID 10
4 x 3.8 TB 2.5-inch
Enterprise Value 6G SATA 3,548.7 14,195 70,780 30,000 2.36
SSDinRAID 0
8 x 6.4 Intel P5600 NVMe
Extreme Perf High Endurance 59768 47,815

4.8 Database Load Mechanism Details and Illustration

The details of the database load must be disclosed, including a block diagram illustrating the overall process.
Disclosure of the load procedure includes all steps, scripts, input and configuration files required to completely

reproduce the test and qualification databases.

Flat files were created using DBGEN. The tables were loaded as shown in Figure 4.8.
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Figure 4.8: Block Diagram of Database Load Process

Create Flat Data Files

\ 4

Create Database

- A 4

Configure for Load

A 4

Create and Load Tables

A 4

Create Indexes

A 4

Create Statistics

A 4

Install Refresh functions

A 4

Database load timing

Backup Database

l

v
Run Audit Scripts

l

Configure for run

l

End of Load

TPC-H FDR 30 Mar 23, 2022



4.9 Qualification Database Configuration

Any differences between the configuration of the qualification database and the test database must be disclosed.

The qualification database used identical scripts to create and load the data with changes to adjust for the database scale
factor.

4.10 Memory to Database Size Percentage
The memory to database size percentage must be disclosed.
Available Memory: 8192GB

Scale Factor:30000

The memory to database size percentage is 27.3%.
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Clause 5: Performance Metrics and Execution
Rules Related Items

5.1 Steps after the Load Test

Any system activity on the SUT must that takes place between the conclusion of the load test and the beginning of the
performance test must be fully disclosed including the listing of scripts or command logs.

The queries were generated using QGen tool at the end of the load test.

5.2 Steps in the Power Test

The details of the steps followed to implement the power test (e.g., system boot, database restart, etc.) must be
disclosed.

The following steps were used to implement the power test:
1. RF1 Refresh Function

2. Stream 00 Execution
3. RF2 Refresh Function

5.3 Timing Intervals for Each Query and Refresh Function

The timing intervals (see Clause 5.3.6) for each query of the measured set and for both refresh functions must be
reported for the power test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
5.4 Number of Streams for The Throughput Test
The number of execution streams used for the throughput test must be disclosed.

Ten query streams were used for throughput test. Each stream running all twenty-two queries. One stream was used
for RF.

5.5 Start and End Date/Times for Each Query Stream
The start time and finish time for each query execution stream must be reported for the throughput test.
See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
5.6 Total Elapsed Time for the Measurement Interval
The total elapsed time of the measurement interval (see Clause 5.3.5) must be reported for the throughput test.
See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
5.7 Refresh Function Start Date/Time and Finish Date/Time
Start and finish time for each update function in the update stream must be reported for the throughput test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
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5.8 Timing Intervals for Each Query and Each Refresh Function for Each Stream

The timing intervals (see Clause 5.3.6) for each query of each stream and for each update function must be reported
for the throughput test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.

5.9 Performance Metrics
The computed performance metrics, related numerical quantities and the price performance metric must be reported.
See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.

5.10 The Performance Metric and Numerical Quantities from Both Runs

A description of the method used to determine the reproducibility of the measurement results must be reported. This
must include the performance metrics (QppH and QthH) from the reproducibility runs.

Performance results from the first two executions of the TPC-H benchmark indicated the following difference for the
metric points:

Run QppH @ 30,000GB QthH @ 30,000GB QphH @ 30,000GB

Run1
2,177,168.7 1,380,598.3 1,733,723

Run 2
2,017,757.1 1,350,582.4 1,650,802

5.11 System Activity Between Tests

Any activity on the SUT that takes place between the conclusion of Runl and the beginning of Run2 must be disclosed.
SQL Server was restarted between Runl and Run2.
5.12 Documentation to satisfy the Clause 5.2.7
All documentation necessary to satisfy Clause 5.2.7 must be made available upon request
The supporting files archive contains the documentation.
5.13 Query Validation output
The output of the Query Output Validation Test must be reported in the supporting files archive.

The supporting files archive contains the documentation.
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Clause 6: SUT and Driver Implementation
Related Items

6.1 Driver

A detailed description of how the driver performs its functions must be supplied, including any related source code or
scripts. This description should allow an independent reconstruction of the driver.

The TPC-H benchmark was implemented using a Microsoft tool called StepMaster. StepMaster is a general purpose
test tool which can drive ODBC and shell commands. Within StepMaster, the user designs a workspace corresponding
to the sequence of operations,(or steps) to be executed. When the workspace is executed, StepMaster records
information about the run into a database as well as a log file for later analysis.

StepMaster provides a mechanism for creating parallel streams of execution. This is used in the throughput tests to
drive the query and refresh streams. Each step is timed using a millisecond resolution timer. A timestamp T1 is taken
before beginning the operation and a timestamp T2 is taken after completing the operation. These times are recorded
in a database as well as a log file for later analysis.

Two types of ODBC connections are supported. A dynamic connection is used to execute a single operation and is
closed when the operation finishes. A static connection is held open until the run completes and be used to execute
more than one step. A connection (either static or dynamic)can only have one outstanding operation at any time.

In TPC-H, static connections are used for the query streams in the power and throughput tests. Step Master reads an
access database to determine the sequence of steps to execute. These commands are represented as the Implementation
Specific Layer. StepMaster records its execution history, including all timings, in the Access database. Additionally
StepMaster writes a textual log file of execution for each run.

The stream refresh functions were executed using multiple batch scripts. The initial script is invoked by StepMaster
and subsequent scripts are called from within the scripts.

The source for Step Master and the RF scripts is disclosed in the Supporting Files archive.

6.2 Implementation Specific Layer (ISL)
If an implementation-specific layer is used, then a detailed description of how it performs its functions must be
supplied, including any related source code or scripts. This description should allow an independent reconstruction
of the implementation-specific layer.
See Driver section for details.

6.3 Profile-Directed Optimization

If profile-directed optimization as described in Clause 5.2.9 is used, such used must be disclosed.

Profile-directed optimization was not used.
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Clause 7: Pricing Related Items

7.1 Hardware and Software Used

A detailed list of hardware and software used in the priced system must be reported. Each item must have vendor
part number, description, and release/revision level, and either general availability status or committed delivery date.
If package-pricing is used, contents of the package must be disclosed. Pricing source(s) and effective date(s) of
price(s) must also be reported.

A detailed list of all hardware and software, including the 3-year support, is provided in the Executive Summary in
the Abstract section of this report. The price quotations are included in Appendix A.

7.2 Total 3 Year Price

The total 3-year price of the entire configuration must be reported including: hardware, software, and maintenance
charges. Separate component pricing is recommended. The basis of all discounts used must be disclosed.

A detailed list of all hardware and software, including the 3-year support, is provided in the Executive Summary in
the Abstract section of this report. The price quotations are included in Appendix A. This purchase qualifies for a 61%
discount from Cisco Systems, Inc. on all the hardware and 35% on services.

7.3 Availability Date

The committed delivery date for general availability of products used in the price calculations must be reported. When
the priced system includes products with different availability dates, the availability date reported on the executive
summary must be the date by which all components are committed to being available. The full disclosure report must
report availability dates individually for at least each of the categories for which a pricing subtotal must be provided.

The total system availability date is Apr 1, 2022.

7.4 Orderability Date

For each of the components that are not orderable on the report date of the FDR, the following information must be
included in the FDR:

- Name and part number of the item that is not orderable

- The date when the component can be ordered (on or before the Availability Date)

- The method to be used to order the component (at or below the quoted price) when that date arrives

- The method for verifying the price

All components are orderable at the time of publication date.

7.5 Country-Specific Pricing

Additional Clause 7 related items must be included in the Full Disclosure Report for each country-specific priced
configuration. Country-specific pricing is subject to Clause 7.1.7.

The configuration is priced for the United States of America.
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Clause 8: Supporting files Index table

8.1 Supporting File Index

An index for all files included in the supporting files archive as required by Clause 8.3.2 through 8.3.8 must be provided in

the report.

Clause Description Archive File Pathname

Clause 1 OS and DB SupportingFilesArchive\Clausel
parameter settings

Clause 2 DB creation scripts SupportingFilesArchive\Clause2

Clause 3 ACID scripts, ACID output SupportingFilesArchive\Clause3

Clause 4 DB Load scripts, Qualification | SupportingFilesArchive\Clause4
output

Clause 5 Query output results SupportingFilesArchive\Clause5

Clause 6 Implementation Specific layer SupportingFilesArchive\Clause6
source code

Clause 8 Query substitution parameters, RF SupportingFilesArchive\Clause8
function source
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Clause 9: Audit Related Items
Auditors’ Information and Attestation Letter

The auditor’s agency name, address, phone number, and Attestation letter with a brief audit summary report
indicating compliance must be included in the full disclosure report. A statement should be included specifying who
to contact in order to obtain further information regarding the audit process.

This benchmark was audited by:

Doug Johnson,

Infosizing,

The auditor’s letter is included in the following section.
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&Y InfoSizing TPC

Certified Auditor

Benchmark sponsor: Siva Sivakumar

Vice President, Compute Product Management and Solutions Group
Cisco System,

3800 Zanker Road

San Jose, CA 95134

March 24, 2022

| verified the TPC Benchmark H (TPC-H™ v3.0.0) performance of the following configuration:

Platform: Cisco UCS C245 M6
Operating System: Red Hat Enterprise Linux 8.4
Database Manager: Microsoft SQL Server 2019 Enterprise Edition

The results were:

Performance Metric 1,650,802.0 QphH@30,000GB

TPC-H Power 2,017757.1

TPC-H Throughput 1,350,582.4

Database Load Time 00d 14h 42m 16s

Server Cisco UCS C245 M6, with:

CPUs 2x AMD EPYC 7763 (2.45 GHz, 64 Cores, 256 MB L3 Cache)
Memory 8 TiB (32x256GiB)

Disks Qty Size Type

8 6.4TB NVMe (High Perf Medium Endurance)
10 960 GB SATA 6G SSD (Enterprise Performance)
4 3.8TB SATA 6G SSD (Value)

In my opinion, these performance results were produced in compliance with the TPC

requirements for the benchmark.

The following verification items were given special attention:

The database records were defined with the proper layout and size

The database population was generated using DBGen

The database was properly scaled to 30,000GB and populated accordingly
The compliance of the database auxiliary data structures was verified

The database load time was correctly measured and reported

The required ACID properties were verified and met

63 Lourdes Dr. | Leominster, MA 01453 | 978-343-6562 | www.sizing.com
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o The query input variables were generated by QGen

o The query text was produced using minor modifications and no query variant

o The execution of the queries against the SF1 database produced compliant answers

o A compliant implementation specific layer was used to drive the tests

o The throughput tests involved 10 query streams

o The ratio between the longest and the shortest query was such that no query timings

were adjusted

o The execution times for queries and refresh functions were correctly measured and
reported

o The repeatability of the measured results was verified

o The system pricing was verified for major components and maintenance

o The major pages from the FDR were verified for accuracy

Additional Audit Notes:

The version of DBGen/QGen used for this benchmark was 2.18.0 rather than 3.0.0. The
changes between TPC-H 2.18.0 and TPC-H 3.0.0 were limited to the TPC-H specification.
The only change made to the DBGen/QGen package was the version string. Therefore, in
my opinion, this has no material impact on the results.

Respectfully Yours,

@ﬁ% P

Doug Johnson, TPC Certified Auditor

63 Lourdes Dr. | Leominster, MA 01453 | 978-343-6562 | www.sizing.com
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Appendix A: Price Quotes

https://www.iogear.com/product/GKM513B

. ®
@IOGBIB CwE TOMORROW, TODAY!

HOME PRODUCTS PARTNERS GOVERNMENT COMPANY SUPPORT CONTACT US

Spill-Resistant Keyboard and Mouse
Combo
MPN: UPC: 881317519863

e 104-Key keyboard & optical mouse desk combo

e Spill-Resistant: Accidental liquid spills and splashes will harmlessly drain
out of your keyboard

e High resolution optical mouse with 1000 DPI delivers precise cursor
movement

e Number Lock, Caps Lock, and Scroll Lock LED indicators

e Curved space bar keeps your hands in a more natural position

- s Ny, ¢ @ MSRP: $24.95

FEATURES REQUIREMENTS PACKAGE SPECS SUPPORT

Eliminate Liquid Havoc on Your Keyboard

The Spill-Resistant Keyboard and Mouse Combo features a 104-key USB keyboard designed to withstand the accidental splashes and spills
that sometimes occur at our workstation. Just like you depend on your morning cup of coffee to get you going, you can also rely on this
keyboard to repel your cup of liquid energy if they should ever meet. If your keyboard is introduced to a liquid intrusion, strategically

placed canals under the keys will direct the fluid stream away from the keys through the drainage channels.

The combo's sleek new design offers a better tactile feeling and less pressure on your fingers and wrists. In addition, the USB optical

mouse provides optimum accuracy over most surfaces while requiring only minimal hand movement due to its 1000 dpi resolution.

Protect your productivity with the Spill-Resistant Keyboard and Mouse Combo from IOGEAR.
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https://shop.asus.com/us/90Im06b7-b013b0-vp229he.html

VP229HE

Overview

3Ty
%\

@ Free shipping
For orders over $29.99

fi Safe and secure payment
@ Your data is encrypted for your protection

EYE CARE
MONITOR

@

3 year manufacturer warranty

You can email, chat, or call us any time

Tech Specs Support

» 21.5-inch Full HD (1920 x 1080) LED backlight display with IPS 178° wide viewing angle panel

» Up to 75Hz refresh rate with Adaptive-Sync/FreeSync™ technology to eliminate tracing and
ensure crisp and clear video playback

» Extensive connectivity including HDMI and D-sub ports.

» ASUS Eye Care monitors feature TUV Rheinland-certified Flicker-free and Low Blue Light
technologies to ensure a comfortable viewing experience

Product Name: VP229HE
Part Number: 90LM06B7-B013B0

$139.00

T

@ Delivery

Most orders ship out within 24
hours
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Microsoft Corporation Tel 425 882 8080

One Microsoft Way Fax 425 936 7329 MiC[‘OSOft

Redmond, WA 98052-6399 http://www.microsoft. com
February 24, 2022

Babu Mahadevan V

Cisco Systems India Private Limited|
Cessna Business Park

Marathahalli Quter Ring Road
Bangalore, India 560016

Here is the information you requested regarding pricing for several Microsoft products to be
used in conjunction with your TPC-H benchmark testing.

All pricing shown is in US Dollars ($).

Description Unit Price Quantity Price
Database Management System

SQL Server 2019 Enterprise Edition
2 Core License $13,748.00 64 £879,872.00
Open Program — No Level - ERP

Support

Microsoft Problem Resolution Services
Professional Support $259.00 1 $259.00
{1 Incident).

All software components are currently orderable and available. A list of Microsoft's resellers
can be found in the Microsoft Product Information Center at
http:/ /www.microsoft.com/products/info/render.aspx?view=22&type=how

Defect support is included in the purchase price. Additional support is available from
Microsoft PSS on an incident-by-incident basis at $259 call.

This quote is valid for the next 120 days.

Reference ID: TPCH_kbcaprda686586227_2019
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