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Consult your local IBM representative for information on products and services available in your area.
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product, or service names, which may be denoted by two asterisks (**), may be trademarks or service
marks of others.

Notes

1 GHz only measures microprocessor internal clock speed, not application performance. Many factors affect
application performance.

2 When referring to hard disk capacity, one GB equals one hillion bytes. Total user-accessible capacity may
be less.
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IBM® @server™ 325

TPC-H Revision 2.0

====7=® | with|BM DB2° UDB 8.1 |Report Date: July 29, 2003
Total System Cost Composite Query-per-hour Metric Price/Performance
13194.9 $65
863,410 QphH@300GB per QphH @300GB
Database Size | Database Manager Operating System Availability Date
300GB | IBM DB2 UDB 8.1 SUSE Linux November 8, 2003
Enterprise Server 8
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Database Load Time: 01:16:52

Load Included Backup: N

Total Data Storage/
Database Size: 19.44

RAID (Base Table): Y

RAID (Base Tablesand
Auxiliary Data Structures): Y

RAID (ALL): Y

System Configuration: 8 nodes
Processors. 2 x 2GHz AMD 64-bit Opteron M odel 246 pr ocessor

0N 2 processors, 2 cores, 2 threads
Memory: 6x DIMMS1GB ECC 2700 2.5 CL

Disk Controllers: 1 x QLA2342 HBA (2 portsx 2G bps FC)
1x 1BM FC2-133 HBA (1 portsx 2G bps FC)

Disk Drives. 3(IBM TotalStorage FASIT EXP700 cases) x 14 (15K FC Hot-
Swap Drive) x18.2 GB
1 x 18.2GB 15K Ultral60 SCSI Hot-Swap Drive
Total Disk Storage: 5831.06 GB




—_—== IBM® @server™ 325 TPC-H Revision 2.0

_—— == W'(éh Report Date:
_— = IBM DB2™ UDB 8.1 July 29, 2003
Unit Extended 3-Yr. Maint.
Description Part # Source Price Qty Price Price
Price Price
Server Hardware
IBM e(logo)server 325 w/2GHz AMD 246 8835-51X 1 3,039 8 24,312 6968
2GHz Opteron Processor Upgrade 13N0700 1 1,399 8 11,192 0
DIMMS 1GB ECC 2700 2.5 CL 73P2267 1 659 48 31,632 0
Cisco Catalyst 3508G XL Enterprise edition 184837 3 3,600 1 3,600 1,223
Cisco 1000BASE-T Gigabit GBIC Module 372656 3 299 8 2,393
18.2GB 15K Ultral60 SCSI Hot-Swap Drive 06P5767 1 329 8 2,632 0
IBM FC2-133 Host Bus Adapter 24P0960 1 1,485 8 11,880
Qlogic QLA 2342 Host Bus Adapter 408082 3 2,291 8 18,328 0
IBM Full size Keyboard PS/2 31P7415 1 45 1 45
IBM Mouse 31P8700 1 20 1 20
APC Smart-UPS Model 1400 32P1020 1 855 1 855 0
E54 15" (13.8" Viewable) Color Monitor 633147N 1 129 1 129 920
NetBAY 42S Enterprise Rack 9306421 1 1,439 4 5,756 300
Subtotal 112,774 8581
Server Storage
IBM TOTALSTORAGE FASTT EXP700 1740-1RU 1 3,000 24 72,000 17,280
18.2GB 15K FC Hot-Swap Drive 5211 1 681 336 228,816
Short Wave SFP 2210 1 499 24 11,976
1M LC-LC FIBRE OPTIC CABLE 5601 1 79 24 1,896
Subtotal 300,816 17,280
Server Software
DB2 UDB ESE V8.1 License/1-yr. Maint. D518GLL 1 20,451 16 327,216
DB2 UDB ESE V8.1 Support — 1Yr/Proc EOOBILL 1 974 3P 31,168
DB2 UDB ESE V8.1 DPF License/1-yr. Maint. D518JLL 1 6,143 16 98,288
DB2 UDB ESE V8.1 DPF Support — 1Y'r/Proc EOOBJLL 1 293 P 0,376
SUSE SLES8 8 proc + 1 yr maint. 2119-3INT-8 2 2,585 1 2,585
SUSE SLES 8 Main. 1 yr/8proc 2119-MFJ-8 2 2,456 4 9,824
Subtotal 428,089 50,368
Large volume discount on IBM hardware of 14%; prices vary if purchased separately.14% Discount 54,498
Total 787,181 76,229
Three-Year Cost of Owner ship: 863,410
Pricing: 1 - IBM Business Partner; 2 - SUSE, 3 - CDW shop online QphH: 13194.9

Warranty and Maintenance: The standard warranty has been upgraded to 3 years of 24x7x4 coverage.

$/QphH: $65

Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually
negotiated discounts are not permitted. Special prices based on assumptions about past or future purchases are not permitted. All discounts
reflect standard pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmark specifications.
If you find that stated prices are not available according to these terms, please inform the TPC at pricing@tpc.org. Thank you.
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===%=0 | withiBM DB2® UDB 8.1 |Report Date: July 29, 2003

M easurement Results:

Database Scale Factor 300

Total Data Storage/Database Size 19.44
Start of Database L oad 15:52:26
End of Database Load 17:09:18
Database Load Time 01:16:52
Query Streams for Throughput Test 6

TPC-H Power 14457.5
TPC-H Throughput 12042.6
TPC-H Composite Query-per-Hour (QphH@300GB) 13194.9
Total System Price over 3 Years 863,410
TPC-H Price/Performance Metric ($/QphH@300GB) 65

M easurement Interval:

Measurement Interval in Throughput Test (Ts) = 11838 seconds

Duration of Stream Execution:

Query Start Date/Time | RF1 Start Date/Time RF2 Start Date/Time .
Seed Query End Date/Time RF1End Date/Time RF2 End Date/Time Duration
Stream 00 | 727170918 07/27/03 22:03:30 07/27/03 22:02:40 | 07/27/03 22:50:30 00:48:36
07/27/03 22:50:30 | 07/27/03 22:03:30 | 07/27/03 22:51:15
Stream 01 | 727170919 07/27/03 22:51:20 | 07/28/03 01:59:11 | 07/28/03 02:00:06 03:07'51
07/28/03 01:59:11 | 07/28/03 02:00:06 | 07/28/03 02:00:53
Stream 02 | 727170920 07/27/03 22:51:21 | 07/28/03 02:00:53 | 07/28/03 02:01:45 03:06:53
07/28/03 01:58:14 | 07/28/03 02:01:45 | 07/28/03 02:02:32
Stream 03 | 727170921 07/27/03 22:51:20 | 07/28/03 02:02:32 | 07/28/03 02:03:21 03:02:32
07/28/03 01:53:52 | 07/28/03 02:03:21 | 07/28/03 02:04:05
Stream 04 | 727170922 07/27/03 22:51:21 | 07/28/03 02:04:05 | 07/28/03 02:04:54 03:01:52
07/28/03 01:53:13 | 07/28/03 02:04:54 | 07/28/03 02:05:37
Stream 05 | 727170923 07/27/03 22:51:21 | 07/28/03 02:05:37 | 07/28/03 02:06:25 03:00:18
07/28/03 01:51:39 | 07/28/03 02:04:54 | 07/28/03 02:07:08
Stream 06 | 727170924 07/27/03 22:51:22 | 07/28/03 02:07:08 | 07/28/03 02:07:55 02:59:16
07/28/03 01:50:38 | 07/28/03 02:07:55 | 07/28/03 02:08:39
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TPC-H Timing Intervals (in seconds):

Query o1 | 02 1 o3 | o4 ]| o5 | o6 | o7 | o8 09 | 010 | o011 | o12
sreamoo | 139.4] 25.1] s52.6] 15.1] 160.5] 155 151.0] 73.7| 465.8] 94.1] 24.9] 27.1
sreamo1 | 179.7] 67.8] 95.2| 16.4] 423.1] 69.8] 530.4] 291.2| 1707.1] 182.6] 193.4] 81.8
sream02 | 562.9] 73.0] 161.1] 77.1] 421.9] 59.2| 399.4] 266.3] 1683.2| 244.1| 187.9] 87.9
sream03 | 510.9] 49.5] 82.8] 83.3] 445.4] 70.1| 350.5] 388.3| 1161.0] 181.3| 237.6] 74.6
stream04 | 501.6] 50.9] 124.9] 43.4] 502.7| 58.1] 496.2| 276.6] 1213.1] 254.3| 249.4] 106.2
sream0s | 383.3] 53.3] 109.5] 52.0] 463.7] 60.2| 462.1] 287.4| 1232.8] 246.4| 161.7] 108.5
seamos | 425.2| 55.9] 101.5] 52.8] 469.8] 59.1| 389.7] 273.6] 1165.1| 337.9] 130.4| 119.8
Minimum | 179.7] 49.5] 82.8] 16.4] 421.9] 58.1] 350.5| 266.3] 1161.0] 181.3] 130.4] 74.6
Average 427.3| 58.4| 112.5] 54.2]| 454.4] 62.8] 438.1] 297.2] 1360.4| 241.1| 193.4] 96.5
Maximum | 562.9] 73.0] 161.1] 83.3] 502.7| 70.1] 530.4| 388.3] 1707.1] 337.9] 249.4] 119.8
StreemID| 013 | 014 | 015a | 016 | 017 | 018 | 019 | 020 | 021 | 022 | RF1 | RF2
sream00 | 259.6] 23.8] 74.2] 63.2] 93.5| 415.6| 100.6] 35.4] 397.9| 111.4] 50.1] 45.0
sresmo1  1195.4] 52.5] 426.3] 251.0] 413.0|2346.5| 537.5] 174.6] 1880.2| 155.6] 55.0] 47.0
streamo2  |1039.1] 55.7| 319.8| 384.2| 489.6|2425.4| 619.7] 257.2] 985.5| 413.0] 515 474
stream 03 [1010.0] 58.1] 419.8] 300.9] 570.2|2260.3] 532.2] 186.0] 1590.0| 389.2] 485| 445
Stream04  |1104.5| 64.4] 240.6| 293.4| 445.4|2230.3] 374.0] 94.5| 1908.1| 279.1] 48.3] 43.8
sream 05 | 950.8] 68.6] 377.5| 249.6| 553.5|2275.6] 488.6] 157.8] 1841.5| 233.8] 47.3] 43.7
sream 06 11075.9]  48.0] 307.9] 352.1| 423.1|2250.8] 391.1] 160.2] 1869.4| 296.9] 46.4] 43.6
Minimum | 950.8] 48.0] 240.6] 249.6| 413.0]2230.3] 374.0] 94.5] 9855| 155.6] 46.4] 43.6
Average  11062.6] 57.9] 348.7] 305.2| 482.5|2298.2| 490.5| 171.7| 1679.1] 294.6] 49.5] 45.0
Maximum |1195.4] 68.6] 426.3] 384.2| 570.2|2425.4] 619.7| 257.2] 1908.1] 413.0] 55.0] 47.4




CERTIFIED AUDITOR

T TRAHSACTION PROCESSIHG

Benchmark Sponsor: Haider Rizvi
Mgr., DB2 Data Warehouse
Performance
IBM Canada Ltd;
8200 Warden Avenue
Markham, Ontario L6G 1C7

July 29, 2003

| verified the TPC Benchmark™ H performance of the following configuration:

Platform: IBM @server eServer 335 8-node cluster
Database Manager: 1BM DB2 UDB 8.1 ESE with DPF
Operating System:  SUSE Linux 8.1

The results were:

CPU (Speed) Memory Disks QphH@300GB
IBM @server eServer 335 (each node with)

2x Aomgfr? -bit 1MB Cache | 42x 18.2 GB FASTt 31009
(2.0 GH2) 6 GB Main 1x 18.2 GB SCS|

In my opinion, this performance result was produced in compliance with the TPC’ s requirements
for the benchmark. The following verification items were given specia attention:

* The database records were defined with the proper layout and size

» The database population was generated using DBGEN

» The database was properly scaled to 300GB and populated accordingly
» The compliance of the database auxiliary data structures was verified

» The database load time was correctly measured and reported

1373 North Franklin Street « Colorado Springs, CO 80903-2527 « Office: 719/473-7555 « Fax: 719/473-7554



» Therequired ACID properties were verified and met

» Thequery input variables were generated by QGEN

* The query text was produced using minor modifications and an approved query variant
* The execution of the queries against the SF1 database produced compliant answers

* A compliant implementation specific layer was used to drive the tests

» Thethroughput testsinvolved 6 query streams

» Theratio between the longest and the shortest query was such that no query timing was
adjusted

» Theexecution times for queries and refresh functions were correctly measured and reported
» Therepeatability of the measured results was verified

» Therequired amount of database log was configured

» The system pricing was verified for major components and maintenance

» The mgjor pages from the FDR were verified for accuracy

Additional Audit Notes:

None.

Respectfully Yours,

Francois Raab
President

1373 North Franklin Street « Colorado Springs, CO 80903-2527 « Office: 719/473-7555 « Fax: 719/473-7554
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Preface

TPC Benchmark H Standard Specification was developed by the Transaction Processing Performance
Council (TPC). It was released on February 26, 1999, and most recently revised (Revision 2.0) October 29,
2002. Thisisthe full disclosure report for benchmark testing of IBM @ server 325 according to the TPC
Benchmark H Standard Specification.

The TPC Benchmark H is a decision support benchmark. It consists of a suite of business-oriented ad hoc
gueries and concurrent data modifications. The queries and the data populating the database have been
chosen to have broad industry-wide relevance while maintaining a sufficient degree of ease of
implementation. This benchmark illustrates decision support systems that:

« Examinelarge volumes of data;
« Execute queries with a high degree of complexity;
« Give answers to critical business questions.

TPC-H evaluates the performance of various decision support systems by the execution of set of queries
against a standard database under controlled conditions. The TPC-H queries:

« Give answers to real-world business questions;

« Simulate generated ad-hoc queries (e.g., viaa point-and-click GUI interface);

« Arefar more complex than most OL TP transactions;

+ Include arich breadth of operators and selectivity constraints;

« Generate intensive activity on the part of the database server component of the system under test;

« Are executed against a database complying with specific population and scaling requirements;

« Areimplemented with constraints derived from staying closely synchronized with an on-line production
database.

The TPC-H operations are modeled as follows:

« Thedatabaseis continuously available 24 hours aday, 7 days aweek, for ad-hoc queries from multiple
end users and data modifications against all tables, except possibly during infrequent (e.g., once a
month) maintenance sessions.

« The TPC-H database tracks, possibly with some delay, the state of the OLTP database through ongoing
refresh functions, which batch together a number of modifications impacting some part of the decision
support database.

+ Dueto the worldwide nature of the business data stored in the TPC-H database, the queries and the
refresh functions may be executed against the database at any time, especially in relation to each other.
In addition, this mix of queries and refresh functionsis subject to specific ACIDity requirements, since
gueries and refresh functions may execute concurrently.

« To achieve the optimal compromise between performance and operational requirements, the database
administrator can set, once and for all, the locking levels and the concurrent scheduling rules for queries
and refresh functions.

The minimum database required to run the benchmark holds business data from 10,000 suppliers. It
contains almost 10 million rows representing araw storage capacity of about 1 gigabyte. Compliant
benchmark implementations may also use one of the larger permissible database populations (e.g., 100
gigabytes), as defined in Clause 4.1.3).

The performance metrics reported by TPC-H is called the TPC-H Composite Query-per-Hour Performance
Metric (QphH@Size), and reflects multiple aspects of the capability of the system to process queries. These
aspects include the selected database size against which the queries are executed, the query processing
power when queries are submitted by asingle stream , and the query throughput when queries are
submitted by multiple concurrent users. The TPC-H Price/Performance metric is expressed as
$/QphH@Size. To be compliant with the TPC-H standard, all referencesto TPC-H results for agiven
configuration must include all required reporting components (see Clause 5.4.6). The TPC believes that
comparisons of TPC-H results measured against different database sizes are misleading and discourages
such comparisons.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 12



The TPC-H database must be implemented using a commercially available database management system
(DBMS), and the queries executed via an interface using dynamic SQL. The specification provides for
variants of SQL, asimplementers are not required to have implemented a specific SQL standard in full.

Benchmarks results are highly dependent upon workload, specific application requirements, and systems
design and implementation. Relative system performance will vary as aresult of these and other factors.
Therefore, TPC-H should not be used as a substitute for specific customer application benchmarking when
critical capacity planning and/or product evaluation decisions are contemplated.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 13



1 General Items

1.1 Benchmark Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.

IBM Corporation sponsored this TPC-H benchmark.
1.2 Parameter Settings

Settings must be provided for all customer-tunable parameters and options that have been changed from
the defaults found in actual products, including but not limited to:

- Database tuning options

- Optimizer/Query execution options

- Query Processing tool/language configuration parameters

- Recovery/commit options

- Consistency/locking options

- Operating system and configuration parameters

- Configuration parameters and options for any other software component incorporated into the pricing
structure

- Compiler optimization options.

Appendix A, “Tunable Parameters,” containsalist of all DB2 parameters and operating system parameters.

Session initialization parameters can be set during or immediately after establishing the connection to the

database within the tpcdbatch program documented in Appendix D, “Driver Source Code.” This result uses

the default session initialization parameters established during preprocessing/binding of the tpcdbatch

program.

1.3 Configuration Diagrams

Diagrams of both measured and priced configurations must be provided, accompanied by a description of

the differences. Thisincludes, but is not limited to:

- Number and type of processors

- Szeof allocated memory and any specific mapping/partitioning of memory unique to the test and type
of disk units (and controllers, if applicable)

- Number and type of disk units (and controllers, if applicable)

- Number of channels or bus connections to disk units, including their protocol type

- Number of LAN (e.g., Ethernet) connections, including routers, workstations, terminals, etc., that were
physically used in the test or are incorporated into the pricing structure

- Type and run-time execution location of software components (e.g., DBMS, query processing
toolg/languages, middleware components, software drivers, etc.).

The configuration diagram for the tested and priced system is provided on the following page.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 14



1.3.1 Priced and Measured Configurations
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B xIBM eServer 325
2 x 2GHz AMD 64-bit Opteron processor
6 x 1GB DIMMS memory
1 x QLA2342 HBA (2 ports x 2G bps FC)
1xIBMFC2-133 HBA (1 ports x 2G bps FC)
3 x IBM TotalStorage FAStET EXPT700 drive cases
42 x 18.2GB 15K FC Hot-Swap Drive
1 x18.2GB 15K Ultra160 SCSI Hot-Swap Drive

The priced configuration was an 8 x IBM & server 325 each with

Two 2GHz AMD 64-bit Opteron Model 246 processors
6 GB of memory

One QLA2342 HBA (2 ports x 2G bps FC)

One IBM FC2-133 HBA (1 port x 2G bps FC)

One 18.2GB 15K Ultral60 SCS disk drive

Forty-two 18.2GB 15K FC Hot-swap Drives

Three IBM Total Storage FASIT EXP700 drive cases

For full details of the priced configuration see the pricing spreadsheet in the Executive Summary.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003
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2 Clause 1: Logical Database Design Related Items

2.1 Database Table Definitions

Listings must be provided for all table definition statements and all other statements used to set up the test
and qualification databases. (8.1.2.1)

Appendix B contains the scripts that were used to set up the TPC-H test and qualification databases.
2.2 Database Organization

The physical organization of tables and indexes within the test and qualification databases must be
disclosed. If the column ordering of any table is different from that specified in Clause 1.4, it must be noted.

Appendix B contains the scripts that were used to create the indexes on the test and qualification databases.
2.3 Horizontal Partitioning

Horizontal partitioning of tables and rows in the test and qualification databases must be disclosed (see
Clause 1.5.4).

Horizontal partitioning was used for all tables except for the nation and region tables. See Appendix B,
“Database Build Scripts.”

2.4 Replication

Any replication of physical objects must be disclosed and must conform to the requirements of Clause
1.5.6).

No replication was used.
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3 Clause 2: Queries and Update Functions Related Items

3.1 Query Language

The query language used to implement the queries must be identified.
SQL was the query language used.

3.2 Random Number Generation

The method of verification for the random number generation must be described unless the supplied
DBGEN and QGEN were used.

The TPC-supplied DBGEN version 1.3.0 and QGEN version 1.3.0 were used to generate all database
populations.

3.3 Substitution Parameters Generation

The method used to generate values for substitution parameters must be disclosed. If QGEN is not used for
this purpose, then the source code of any non-commercial tool used must be disclosed. If QGEN is used, the
version number, release number, modification number and patch level of QGEN must be disclosed.

The supplied QGEN version 1.3.0 was used to generate the substitution parameters.
3.4 Query Text and Output Data from Database

The executable query text used for query validation must be disclosed along with the corresponding output
data generated during the execution of the query text against the qualification database. If minor
modifications (see Clause 2.2.3) have been applied to any functional query definitions or approved variants
in order to obtain executable query text, these modifications must be disclosed and justified. The
justification for a particular minor query modification can apply collectively to all queries for which it has
been used. The output data for the power and throughput tests must be made available electronically upon
request.

Appendix C.1, “Qualification Queries,” contains the output for each of the queries. The functional query
definitions and variants used in this disclosure use the following minor query modifications;

« Table names and view names are fully qualified. For example, the nation table is referred to as
“TPCD.NATION.”
The standard IBM SQL date syntax is used for date arithmetic. For example, DATE(' 1996-01-01')+3
MONTHS.

» Thesemicolon (;) isused as acommand delimiter.

3.5 Query Substitution Parameters and Seeds Used

All query substitution parameters used for all performance tests must be disclosed in tabular format, along
with the seeds used to generate these parameters.

Appendix C contains the seed and query substitution parameters used.
3.6 Query I solation Level

The isolation level used to run the queries must be disclosed. If the isolation level does hot map closely to
one of the isolation levels defined in Clause 3.4, additional descriptive detail must be provided.

Theisolation level used to run the queries was “ repeatable read.”
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3.7 Refresh Function I mplementation

The details of how the refresh functions were implemented must be disclosed (including source code of any
non-commercial program used).

The refresh functions are part of the implementation-specific layer/driver code included in Appendix D,
“Driver Source Code.”
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4 Clause 3: Database System Properties Related Items

The results of the ACID tests must be disclosed, along with a description of how the ACID requirements
were met. Thisincludes disclosing the code written to implement the ACID Transaction and Query.

All ACID tests were conducted according to specifications. The Atomicity, Isolation, Consistency and
Durability tests were performed on the IBM @ server 325. Appendix E contains the ACID transaction
source code.

4.1 Atomicity Requirements

The system under test must guarantee that transactions are atomic; the systemwill either performall
individual operations on the data, or will assure that no partially completed operations leave any effects on
the data.

4.1.1 Atomicity of Completed Transactions

Perform the ACID transactions for a randomly selected set of input data and verify that the appropriate
rows have been changed in the ORDER, LINEITEM and HISTORY tables.

The following steps were performed to verify the Atomicity of completed transactions.

1. Thetotal price from the ORDER table and the extended price from the LINEITEM table were
retrieved for arandomly selected order key. The number of recordsin the HISTORY table was
also retrieved.

2. The ACID Transaction T1 was executed for the order key used in step 1.

3. Thetotal price and extended price were retrieved for the same order key used in step 1 and step 2.
It was verified that:

T1.EXTENDEDPRICE=OLD.EXTENDEDPRICE+((T1.DELTA)*

(OLD.EXTENDEDPRICE/OLD.QUANTITY)), TLTOTALPRICE=OLD.TOTALPRICE+

((T1L.EXTENDEDPRICE-OLD.EXTENDEDPRICE)* (1-DISCOUNT)* (1+TAX)), and that
the number of records in the History table had increased by 1.

4.1.2 Atomiciy of Aborted Transactions

Perform the ACID transactions for a randomly selected set of input data, and verify that the appropriate
rows have been changed in the ORDER, LINEITEM and HISTORY tables.
The following steps were performed to verify the Atomicity of the aborted ACID transaction:
1. The ACID application is passed a parameter to execute arollback of the transaction instead of
performing the commit.
2. Thetotal price from the ORDER table and the extended price from the LINEITEM table were
retrieved for arandom order key. The number of recordsin the HISTORY table was also
retrieved.

3. The ACID transaction was executed for the orderkey used in step 2. The transaction was rolled
back.

4. Thetotal price and the extended price were retrieved for the same orderkey used in step 2 and step
3. It was verified that the extended price and the total price were the same asin step 2.

4.2 Consistency Requirements

Consistency is the property of the application that requires any execution of transactions to take the
database from one consistent state to another.

4.2.1 Consistency Condition

A consistent state for the TPC-H database is defined to exist when:

O_TOTALPRICE=SUM(L_EXTENDEDPRICE*(1-L_DISCOUNT)*(1+L_TAX)
for each ORDER and LINEITEM defined by (O_ORDERKEY=L_ORDERKEY)
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The following queries were executed before and after a measurement to show that the database was always
in aconsistent state both initially and after a measurement.

SELECT DECIMAL (SUM(DECIMAL(INTEGER(INTEGER(DECIMAL
(INTEGER(100* DECIMAL (L_EXTENDEDPRICE,20,2)),20,3)*
(1-L_DISCOUNT))*(1+L_TAX)),20,3)/100.0),20,3)

FROM TPCD.LINEITEM WHERE L_ORDEYKEY =okey

SELECT DECIMAL (SUM(O_TOTALPRICE,20,3)) from TPCD.ORDERS WHERE
O_ORDERKEY = okey

4.2.2 Consistency Tests

Verify that the ORDER and LINEITEM tables areinitially consistent as defined in Clause 3.3.2.1, based on
a random sample of at least 10 distinct values of O_ORDERKEY.

The queries defined in 4.2.1, “Consistency Condition,” were run after initial database build and prior to
executing the ACID transaction. The queries showed that the database was in a consistent condition.

After executing 7 streams of 100 ACID transactions each, the queries defined in 4.2.1, “ Consistency
Condition,” were run again. The queries showed that the database was still in a consistent state.

4.3 | solation Requirements

4.3.1 |solation Test 1

This test demonstrates isolation for the read-write conflict of a read-write transaction and a read-only
transaction when the read-write transaction is committed.

The following steps were performed to satisfy the test of isolation for aread-only and aread-write
committed transaction:

1. First session: Start an ACID transaction with arandomly selected O_KEY,L_KEY and DELTA.
The transaction is delayed for 60 seconds just prior to the Commit.

2. Second session: Start an ACID query for the same O_KEY asin the ACID transaction.

3. Second session: The ACID query attempts to read the file but is locked out by the ACID
transaction waiting to complete.

4, First session: The ACID transaction is released and the Commit is executed releasing the record.
With the LINEITEM record now released, the ACID query can now complete.

5. Second session: Verify that the ACID query delays for approximately 60 seconds and that the
results displayed for the ACID query match the input for the ACID transaction.

4.3.2 Isolation Test 2

This test demonstrates isolation for the read-write conflict of read-write transaction and read-only
transaction when the read-write transaction is rolled back.

The following steps were performed to satisfy the test of isolation for read-only and arolled back read-
write transaction:

1. First session: Perform the ACID transaction for arandom O_KEY, L_KEY and DELTA. The
transaction is delayed for 60 seconds just prior to the Rollback.

2. Second session: Start an ACID query for the same O_KEY asin the ACID transaction. The ACID
guery attemptsto read the LINEITEM table but islocked out by the ACID transaction.

3. First session: The ACID transaction is released and the Rollback is executed, rel easing the read.

4. Second session: With the LINEITEM record now released, the ACID query compl etes.

4.3.3 |solation Test 3

This test demonstrates isolation for the write-write conflict of two refresh transactions when the first
transaction is committed.

The following steps were performed to verify isolation of two refresh transactions:
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1. First session: Start an ACID transaction T1 for arandomly selected O_KEY, L_KEY and
DELTA. The transaction is delayed for 60 seconds just prior to the COMMIT.

2. Second session: Start a second ACID transaction T2 for thesame O_KEY, L_KEY, and for a
randomly selected DEL TA2. This transaction isforced to wait while the 1st session holds alock
on the LINEITEM record requested by the second session.

3. First session: The ACID transaction T1 is released and the Commit is executed, releasing the
record. With the LINEITEM record now released, the ACID transaction T2 can now complete.

4, Verify that:

T2.L_EXTENDEDPRICE=T1.L_EXTENDEDPRICE+DELTA*
(TLL_EXTENDEDPRICE)/TL.L_QUANTITY)

4.3.4 1s0lation Test 4

This test demonstrates isolation for write-write conflict of two ACID transactions when the first transaction
isrolled back.

The following steps were performed to verify the isolation of two ACID transactions after the first oneis
rolled back:

1. First session: Start an ACID transaction T1 for arandomly selected O_KEY, L_KEY, and
DELTA. The transaction is delayed for 60 seconds just prior to the rollback.

2. Second session: Start a second ACID transaction T2 for the same O_KEY, L_KEY used by the 1st
session. This transaction isforced to wait while the 1st session holds alock on the LINEITEM
record requested by the second session.

3. First session: Rollback the ACID transaction T1. With the LINEITEM record now released, the
ACID transaction T2 completes.

4. Verify that T2.L_EXTENDEDPRICE = T1.L_EXTENDEDPRICE

4.3.5 |solation Test 5

This test demonstrates the ability of read and write transactions affecting different database tables to make
progress concurrently.
1. First session: Start an ACID transaction, T1, for arandomly selected O_KEY, L_KEY and
DELTA. The ACID transaction was suspended prior to COMMIT.
2. First session: Start asecond ACID transaction, T2, which selects random values of
PS PARTKEY and PS SUPPKEY and returns all columns of the PARTSUPP table for which
PS PARTKEY and PS SUPPKEY are equal to the selected values.
3. T2 completed.
4. T1 was alowed to complete.
5. It was verified that the appropriate rows in the ORDERS, LINEITEM and HISTORY tables have
been changed.
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4.3.6 Isolation Test 6

This test demonstrates that the continuous submission of arbitrary (read-only) queries against one or more
tables of the database does not indefinitely delay refresh transactions affecting those tables from making
progress.
1. First session: A transaction T1, which executes modified TPC-H query 1 with DELTA=0, was
started.
2. Second session: Before T1 completed, an ACID transaction T2, with randomly selected values of
O _KEY, L_KEY and DELTA, was started.
. Third session: Before T1 completed, atransaction T3, which executes modified TPC-H query 1
with arandomly selected value of DELTA (not equal to 0), was started.
. T1 completed.
. T2 compl eted.
. T3 completed.
. It was verified that the appropriate rows in the ORDERS, LINEITEM and HISTORY tables were
changed.

w

~NOo oA

4.4 Durability Requirements

The SUT must guarantee durability: the ability to preserve the effects of committed transactions and ensure
database consistency after recovery from any one of the failures listed in Clause 3.5.3.

4.4.1 Failure of Durable Medium Containing Recovery Log Data, and Loss of System
Power/Memory

Guarantee the database and committed updates are preserved across a permanent irrecoverable failure of
any single durable medium containing TPC-H database tables or recovery log tables.

The database log was stored on RAID-1 protected storage. The tables for the database were stored on
RAID-1 protected storage. A backup of the database was taken to a separate array for drives than those
used for the database.

The tests were conducted on the qualification database. The steps performed are shown below.

1. The consistency test described in section 4.2.1 was verified.

2. The current count of the total number of recordsin the HISTORY table was determined giving
hist1.

3. A test to run 200 ACID transactions on each of 7 execution streams was started such that each
stream executes a different set of transactions.

4. One of the disks containing the DB2 transaction log recovery data was powered off after at |east
30 ACID transactions had completed from each of the execution streams.

5. Because the diskswere in RAID 1configuration the applications continued running the ACID
transactions.

6. One of the disks containing the DB2 database tables was powered off after at least 30 additional
ACID transactions had completed from each of the execution streams.

7. Because the diskswerein RAID 1 configuration the applications continued running the ACID
transactions.

8. The system was shutdown by switching off circuit breakers on the power rail connected to all
system component cabinets, after at least atotal of 100 transactions had completed for each
stream.

9. The system was powered back on and rebooted.

10. All volumes were re-established and mirrored volumes were synchronized.

11. Step 2 was performed giving hist2. It was verified that hist2 - histl was greater than or equal to
the number of recordsin the successfile.

12. Consistency condition described in 4.2.1 was verified.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 22



4.4.2. Loss of Switch Power
This test was conducted on the qualification database. The following steps were performed:

1.
2.

3.

~No o b~

(o]

The consistency test described in section 4.2.1 was verified.

The current count of the total number of recordsin the HISTORY table was determined giving
histl.

A test to run 200 ACID transactions on each of 10 execution streams was started such that each
stream executes a different set of transactions.

. The Gigahit switch was disconnected from the system.

. Database detected the network loss and terminated processing.

. Network connections were reestablished and the database was restarted.

. Step 2 was performed giving hist2. It was verified that hist2 - hist1 was greater than or equal to

the number of records in the success file.

. Consistency condition described in 4.2.1 was verified.

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 23



5 Clause 4: Scaling and Database Population Related Items

5.1 Cardinality of Tables

The cardinality (e.g., the number of rows) of each table of the test database, asit existed at the completion
of the database load (see Clause 4.2.5), must be disclosed.

Table Name Rows

Order 450,000,000
Lineitem 1,799,989,091
Customer 45,000,000
Part 60,000,000
Supplier 3,000,000
Partsupp 240,000,000
Nation 25
Region 5

5.2 Digtribution of Tables and Logs

The distribution of tables and logs across all media must be explicitly described.

DB2 was configured on an 8 node IBM eServer 325 test system. Each node had:

= 1IBM FC2-133 Host Bus Adapter and 1 Qlogic QLA 2342 Host Bus Adapter.

= 3 (IBM TotalStorage FAStT EXP700 enclosures) x 14 (15K FC Hot-Swap Drive) x18.2 GB and 1
18.2GB 15K Ultral60 SCSI Hot-Swap Drive internal disk drive.

Each €325 had 22 RAID 1 volumes. 20 of these volumes were created using linux software raid provided in
SUSE Linux Enterprise Server 8 on 40 partitions across the 3 EXP700 enclosures so that there were 7
volumes on the first 2 enclosures and 6 volumes on the third enclosure. 2 addition RAID 1 volumes were
created on the third enclosure by mirroring 4 partitions that were created on the remaining 2 drives.

The tablespace for NATION and REGION were stored on a single RAID volume only on node 1.

For each node, 20 RAID volumes were used for the table and index data tablespace(DATA_INDEX), the
temp space tablespaces (TEMPSPA CE)were placed on the same 40 disks on separate partitions shared by
the table and index tablespace , database logs were placed on the remaining 2 RAID devices.

The staging data for RF functions as well as data flatfiles were on 12 partitions of the last exp 700
enclosure protected by RAID 5.

The Operating System resided on an internal disk on each node. The benchmark executing programs re-
sided on a shared home directory NFS mounted from node 1. The database software resided on an internal
disk on each node.
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5.3 Database Partition / Replication Mapping

The mapping of database partitions/replications must be explicitly described.
The database was not replicated. The database was logically partitioned into 16 logical nodes, 2 nodes on
each physical server.

5.4 RAID Implementation

I mplementations may use some form of RAID to ensure high availability. If used for data, auxiliary storage
(e.g., indexes) or temporary space, the level of RAID must be disclosed for each device.

RAID level 1 was used across all database tables, indexes, and recovery logs through linux software raid
provided with SUSE Linux Enterprise Server 8.

5.5 DBGEN Modifications

Any modifications to the DBGEN (see Clause 4.2.1) source code must be disclosed. In the event that a
program other than DBGEN was used to populate the database, it must be disclosed in its entirety.

The standard distribution DBGEN version 1.3.0 was used for database population. No modifications were
made.

5.6 Database Load Time

The database load time for the test database (see Clause 4.3) must be disclosed.
See the Executive Summary at the beginning of this report.

5.7 Data Storage Ratio

The data storage ratio must be disclosed. It is computed as the ratio between the total amount of priced
disk space and the chosen test database size as defined in Clause 4.1.3.

The calculation of the data storage ratio is shown in the following table.

Disk Type Number of [ Formatted Space | Total Disk Space Scale Factor Storage Ratio
Disks per Disk
18.2GB 15K Ultral60 SCSI 336 16.95GB 5695.45GB
Drive
18.2GB 15K Ultral60 8 16.95GB 135.61GB
SCS| Hot-Swap Drive
Total 5831.06GB 300 19.44

The data storage ratio is 19.44, derived by dividing 5831.06GB by the database size of 300GB.
5.8 Database Load Mechanism Details and I llustration

The details of the database load must be disclosed, including a block diagram illustrating the overall
process. Disclosure of the load procedure includes all steps. scripts, input and configuration files required
to completely reproduce the test and qualification databases.

Flat files for each of the tables were created using DBGEN.

The NATION and REGION tables were created on node 0 and then loaded from dbgen output. The other
tables were loaded on 16 logical nodes.

The tables were loaded as depicted in Figure 4-1.
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Database Load Timing Period

Figure 4-1. Database L oad Procedure

5.9 Qualification Database Configuration

Any differences between the configuration of the qualification database and the test database must be
disclosed.

The qualification database used identical scripts and same set of disks to create and load the data. There
was no difference between the configuration of the qualification database and the test database. See Section
5.2 for detalls.
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6 Clause 5: Performance Metrics and Execution Rules Related |tems

6.1 System Activity between Load and Performance Tests

Any system activity on the SUT that takes place between the conclusion of the load test and the beginning of
the performance test must be fully disclosed.

The auditor requested that queries be run against the database to verify the correctness of the database |oad.
6.2 Stepsin the Power Test

The details of the steps followed to implement the power test (e.g., system reboot, database restart) must be
disclosed.

The following steps were used to implement the power test:

1. RF1 Refresh Transaction
2. Stream 00 Execution
3. RF2 Refresh Transaction

6.3 Timing I ntervals for Each Query and Refresh Function

The timing intervals for each query of the measured set and for both update functions must be reported for
the power test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
6.4 Number of Streamsfor the Throughput Test

The number of execution streams used for the throughput test must be disclosed.
Five streams were used for the throughput test.

6.5 Start and End Date/Times for Each Query Stream

The start time and finish time for each query execution stream must be reported for the throughput test.
See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.

6.6 Total Elapsed Time for the Measurement I nterval

The total elapsed time for the measurement interval must be reported for the throughput test.
See the Numerical Quantities Summary in the Executive Summary at the beginning of this report..

6.7 Refresh Function Start Date/Time and Finish Date/Time

The start time and finish time for each update function in the update stream must be reported for the
throughput test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
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6.8 Timing Intervals for Each Query and Each Refresh Function for Each Stream

The timing intervals for each query of each stream and for each update function must be reported for the
throughput test.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
6.9 Performance Metrics

The computed performance metrics, related numerical quantities, and the price/performance metric must
be reported.

See the Numerical Quantities Summary in the Executive Summary at the beginning of this report.
6.10 Performance Metric and Numerical Quantities from Both Runs

The performance metric and numerical quantities from both runs must be disclosed.

Two consecutive runs of the TPC-H benchmark were performed. The following table contains the results
for both runs.

QppH @ 300GB QthH @ 300GB QphH @ 300GB

Runl 14833.4 12000.0 13341.7
Run2 144575 12042.6 13194.9

6.11 System Activity between Tests

Any activity on the SUT that takes place between the conclusion of Runl and the beginning of Run2 must be
disclosed.

DB2 was restarted between runs.
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7 Clause 6: SUT and Driver Implementation Related Items

7.1 Driver

A detailed textual description of how the driver performs its functions, how its various components interact
and any product functionality or environmental setting on which it relies must be provided. All related
source code, scripts and configurations must be disclosed. The information provided should be sufficient
for an independent reconstruction of the driver.

Appendix D, “Driver Source Code,” contains the source code used for the driver and all scriptsused in
connection with it.

The Power test isinvoked by calling tpcdbatch with the stream number O specified, an indication that the
refresh functions must be run, and the SQL file that contains the power stream queries.

The Throughput test isinvoked by initiating a call to tpcdbatch for every query stream that will be run.
Tpcdbatch gets the stream number for each of the streams, and the SQL file specific to that stream number
as the queries to execute. The refresh function isinitiated as a separate call to tpcdbatch with the SQL script
for the refresh functions and the total number of query streams specified.

7.2 | mplementation-Specific Layer

If an implementation-specific layer is used, then a detailed description of how it performsits functions must
be supplied, including any related source code or scripts. This description should allow an independent
reconstruction of the implementation-specific layer.

The implementation specific layer is a single executable SQL application that uses embedded dynamic
SQL to process the EQT generated by QGEN. The application is called tpcdbatch to indicate that it
processes a batch of TPC-H queries, although it is completely capable of processing any arbitrary SQL
statement (both DML and DDL).

A separate instance of tpcdbatch isinvoked for each stream. Each instance establishes a distinct connection
to the database server through which the EQT is transmitted to the database and the results are returned
through the implementation specific layer to the driver. When an instance of tpcdbatch isinvoked, it is
provided with a context of whether it is running a power test, query stream or refresh stream, aswell asan
input file containing the 22 queries and/or refresh functions. tpcdbatch then connects to the database,
performs any session initialization as well as preparing output files required by the auditor. Then it
proceeds to read from the input file and processes each query or refresh function in turn.

For queries, each query is prepared, described, and a cursor is opened and used to fetch the required
number of rows. After the last row has been retrieved acommit isissued. For the refresh functions, during
the database build all dataisfirst split for each node using the db2split utility. For RF1, the data for each
node is further split into n equal portions for both the lineitem and orders tables taking care that the records
for the same orderkey remain in the same set. For RF2, the data for each node is further split into m equal
portions. During the run, when tpcdbatch encounters a call to execute RF1, it first calls a shell script which
loads these n sets of datainto n sets of temporary tables (one each for lineitem and orders). Then tpcdbatch
forks off n children to do an insert with subselect into the original lineitem and orders tables. When
tpcdbatch encounters a call to execute RF2, it calls a shell script that loads these data into a single staging
table. Then tpcdbatch forks off p children (where p* x = m) to do x sets of deletes from the orders and
lineitem tables with a subsel ect from the staging table.

7.3 Profile-Directed Optimization

Profile-directed optimization was not used.
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8 Clause 7: Pricing Related Items

8.1 Hardware and Software Components

A detailed list of the hardware and software used in the priced system must be reported. Each item must
have a vendor part number, description and release/revision level, and either general availability status or
committed delivery date. If package-pricing is used, contents of the package must be disclosed. Pricing
source(s) and effective date(s) must also be reported.

A detailed list of all hardware and software, including the 3-year price, is provided in the Executive
Summary at the front of this report. The price quotations are included in Appendix F.

8.2 Three-Year Cost of System Configuration

The total 3-year price of the entire configuration must be reported, including hardware, software and
maintenance charges. Separate component pricing is recommended. The basis of all discounts must be
disclosed.

A detailed list of all hardware and software, including the 3-year price, is provided in the Executive
Summary at the front of this report. The price quotations are included in Appendix F.

8.3 Availability Dates

The committed delivery date for general availability (availability date) of products used in the price
calculations must be reported. When the priced system includes products with different availability dates,
availability date reported on the Executive Summary must be the date by which all components are
committed to being available. The Full Disclosure Report must report availability dates individually for at
least each of the categories for which a pricing subtotal must be provided (see Clause 7.3.1.3).

The system as priced will be generally available November 8, 2003.
8.4 Country-Specific Pricing

Additional Clause 7 related items may be included in the Full Disclosure Report for each country-specific
priced configuration. Country-specific pricing is subject to Clause 7.1.7.

The configuration is priced for the United States of America.
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9 Clause 8: Audit Related Items

9.1 Auditor’s Report

The auditor’ s agency name, address, phone number, and Attestation letter with a brief audit summary
report indicating compliance must be included in the Full Disclosure Report. A statement should be
included specifying who to contact in order to obtain further information regarding the audit process.

Thisimplementation of the TPC Benchmark H was audited by Francois Raab of InfoSizing, Inc. Further
information can be downloaded from www.tpc.org.
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Appendix A: Tunable Parameters
and System Configuration

DB2 UDB 8.1 Database and Database
Manager Configuration

Database Configuration for Node O
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory
Database code page
Database code set =
1SO8859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) =DISABLE

Discovery support for this database
(DISCOVER _DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO
Database is consistent =YES
Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled
NO

=NO
=NO

Log retain for recovery status
User exit for logging status

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)

= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_S7) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

L ock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =
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Changed pages threshold
(CHNGPGS_THRESH) =60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/0 servers
(NUM_IOSERVERS) =4
Index sort flag
YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw61

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of activelog filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled
(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner

(TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 1
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =UsS
Database code page
Database code set =
1S08859-1

Database country/region code

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER DB) =ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300
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Backup pending =NO

=YES
=NO
=NO

Database is consistent
Rollforward pending
Restore pending

Multi-page file allocation enabled
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFS2)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) = 250
Sort list heap (4KB)
20000

(SORTHEAP) =
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SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024

Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/O servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers =1
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfile size (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4

Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw62

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

(LOGFILSIZ) =



First activelog file =
Block log on disk full

(BLK_LOG _DSK_FUL)=NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chekpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) = ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =

TSM owner (TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 2
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =UsS
Database code page
Database code set =
1SO8859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER _DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) = 300

Backup pending =NO
Database is consistent =YES

Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME _DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)

(CATALOGCACHE SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4K B)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
=1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

(DBHEAP)

(BUFFPAGE)

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 35



Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES _SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/0 servers
(NUM_IOSERVERS) = 4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) = 32

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

(SORTHEAP) =

(INDEXSORT) =

(SEQDETECT)

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw6l

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of activelog filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC _SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12
Recovery history retention (days)
(REC_HIS_RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner

(TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 3
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Database Configuration for Database TPCD

Database configuration release level

0x0a00

Database release level =
0x0a00

Database territory =UsS
Database code page =819
Database code set =
1SO8859-1

Database country/region code =1
Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER_DB) =ENABLE

Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1

Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO
Database is consistent =YES

Rollforward pending =NO

Restore pending =NO
Multi-page file allocation enabled =
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT _IEXPINT) =60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO
Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)

= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
=1000

Extended storage segments size (4KB)
(ESTORE_SEG_S7) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4

Number of 1/O servers
(NUM_IOSERVERS) = 4

Index sort flag (INDEXSORT) =
YES

Sequential detect flag (SEQDETECT)
=YES
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Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLY) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw62

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First active log file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12

(INDEXREC)

Recovery history retention (days)
(REC_HIS RETENTN) = 366

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =

TSM owner (TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 4

Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory
Database code page
Database code set =
1SO8859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER _DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO
Database is consistent =YES
Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled =
NO
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Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME _DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

(SORTHEAP) =
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Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/O servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_Sz) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers =1
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw6l

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full

(BLK_LOG _DSK_FUL)=NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count
(MINCOMMIT) =2

39



Percent log file reclaimed before soft chekpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) = ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES)=1
Number of database backupsto retain
(NUM_DB _BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner (TSM_OWNER)
TSM password

(TSM_PASSWORD) =

Database Configuration for Node 5
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory
Database code page
Database code set =
1SO8859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) =DISABLE

Discovery support for this database
(DISCOVER _DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1

Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO
Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO
Database is consistent =YES

Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled
NO

Log retain for recovery status
User exit for logging status

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME _DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE MEMORY) = AUTOMATIC
Catalog cache size (4KB)

(CATALOGCACHE SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512
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Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) = 250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/0 servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) = 32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Log file size (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4

Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw62

(LOGFILSIZ) =
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Overflow log path
(OVERFLOWLOGPATH) =
Mirror log path
(MIRRORLOGPATH) =

First activelog file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO
Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =

TSM owner (TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 6
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =US
Database code page =819
Database code set =
1S08859-1
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Database country/region code

Dynamic SQL Query management
(DYN_QUERY_MGMT) =DISABLE

Discovery support for this database
(DISCOVER_DB) =ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO

Database is consistent =YES
Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled =
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)

(UTIL_HEAP_SZ) = 5000

(DBHEAP)

Buffer pool size (pages)
=1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_S7) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

L ock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/O servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

©Copyright IBM Corporation TPC Benchmark H Full Disclosure Report July 2003 42



Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw6l

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full

(BLK_LOG DSK_FUL)=NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) = ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner

(TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 7
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =US
Database code page
Database code set =
1SO8859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER _DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO
Default refresh age
(DFT_REFRESH_AGE) =0
Number of frequent values retained
(NUM_FREQVALUES) =0
Number of quantiles retained
(NUM_QUANTILES) = 300

Backup pending =NO

Database is consistent =YES
Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled =
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1
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Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE MEMORY) = AUTOMATIC
Catalog cache size (4KB)

(CATALOGCACHE _SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) = 250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

Lock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =

Changed pages threshold
(CHNGPGS_THRESH) =60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
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Number of 1/0 servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Log file size (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4
Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw62

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

(LOGFILSIZ) =

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chekpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON



Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12
Recovery history retention (days)
(REC_HIS_RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner

TSM password
(TSM_PASSWORD) =

(TSM_OWNER)

Database Configuration for Node 8
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =UsS
Database code page
Database code set =
1S08859-1

Database country/region code =1

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER_DB) = ENABLE
Default query optimization class
(DFT_QUERYOPT) =7

Degree of parallelism
(DFT_DEGREE) =1
Continue upon arithmetic exceptions
(DFT_SQLMATHWARN) = NO

Default refresh age
(DFT_REFRESH_AGE) =0

Number of frequent values retained
(NUM_FREQVALUES) =0

Number of quantiles retained
(NUM_QUANTILES) =300

Backup pending =NO

Database is consistent =YES

Rollforward pending =NO
Restore pending =NO

Multi-page file allocation enabled =
NO

Log retain for recovery status =NO
User exit for logging status

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFSZ)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
=1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024

(SORTHEAP) =
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Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_S7) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

L ock timeout (sec)
(LOCKTIMEOUT) =-1

Changed pages threshold
(CHNGPGS_THRESH) =60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/0 servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SzZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLS) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)

50000

Number of primary log files
(LOGPRIMARY) =4

Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw6l

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full
(BLK_LOG_DSK_FUL) =NO

(LOGFILSIZ) =

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chckpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) =ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =
TSM owner

(TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 9
Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =US
Database code page
Database code set =
1S08859-1

Database country/region code

Dynamic SQL Query management
(DYN_QUERY_MGMT) = DISABLE

Discovery support for this database
(DISCOVER_DB) = ENABLE
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Default query optimization class

(DFT_QUERYOPT) =7

Degree of parallelism

(DFT_DEGREE) =1

Continue upon arithmetic exceptions

(DFT_SQLMATHWARN) = NO

Default refresh age

(DFT_REFRESH_AGE) =0

Number of frequent values retained

(NUM_FREQVALUES) =0

Number of quantiles retained

(NUM_QUANTILES) =300

Backup pending =NO
=YES
=NO

=NO

Database is consistent
Rollforward pending
Restore pending

Multi-page file allocation enabled
NO

Log retain for recovery status =NO
User exit for logging status =NO

Data Links Token Expiry Interval (sec)
(DL_EXPINT) =60

Data Links Write Token Init Expiry
Intvl(DL_WT_IEXPINT) = 60

Data Links Number of Copies
(DL_NUM_COPIES) =1

Data Links Time after Drop (days)
(DL_TIME_DROP) =1

Data Links Token in Uppercase
(DL_UPPER) = NO

Data Links Token Algorithm
(DL_TOKEN) = MACO

Database heap (4KB)
= 10000

Size of database shared memory (4KB)
(DATABASE_MEMORY) = AUTOMATIC
Catalog cache size (4KB)
(CATALOGCACHE_SZ) = (MAXAPPLS*4)

Log buffer size (4KB) (LOGBUFS2)
=2048

Utilities heap size (4KB)
(UTIL_HEAP_SZ) = 5000
Buffer pool size (pages)
= 1000

Extended storage segments size (4KB)
(ESTORE_SEG_SZ) = 16000

Number of extended storage segments
(NUM_ESTORE_SEGS) =0

Max storage for lock list (4KB)
(LOCKLIST) = 40000

(DBHEAP)

(BUFFPAGE)

Max size of appl. group mem set (4KB)
(APPGROUP_MEM_SZ) = 2000
Percent of mem for appl. group heap
(GROUPHEAP_RATIO) =70

Max appl. control heap size (4KB)
(APP_CTL_HEAP_SZ) =512

Sort heap thres for shared sorts (4KB)
(SHEAPTHRES_SHR) =250
Sort list heap (4KB)
20000

SQL statement heap (4KB)
(STMTHEAP) = 10000

Default application heap (4KB)
(APPLHEAPSZ) = 1024
Package cache size (4KB)
(PCKCACHESZ) = (MAXAPPLS*8)
Statistics heap size (4KB)
(STAT_HEAP_SZ) = 4384

Interval for checking deadlock (ms)
(DLCHKTIME) = 10000

Percent. of lock lists per application
(MAXLOCKS) =20

L ock timeout (sec)
(LOCKTIMEOUT) =-1

(SORTHEAP) =

Changed pages threshold
(CHNGPGS_THRESH) = 60

Number of asynchronous page cleaners
(NUM_IOCLEANERS) =4
Number of 1/O servers
(NUM_IOSERVERS) =4
Index sort flag

YES

Sequential detect flag
=YES

Default prefetch size (pages)
(DFT_PREFETCH_SZ) =32

(INDEXSORT) =

(SEQDETECT)

Track modified pages
(TRACKMOD) = OFF

Default number of containers =1
Default tablespace extentsize (pages)
(DFT_EXTENT_SZ) =32

Max number of active applications
(MAXAPPLS) = AUTOMATIC
Average number of active applications
(AVG_APPLY) =1

Max DB files open per application
(MAXFILOP) = 1024

Logfilesize (4KB)
50000

(LOGFILSIZ) =
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Number of primary log files
(LOGPRIMARY) =4

Number of secondary log files
(LOGSECOND) =1

Changed path to log files
(NEWLOGPATH) =

Path to log files =
/dev/raw/raw62

Overflow log path
(OVERFLOWLOGPATH) =

Mirror log path

(MIRRORLOGPATH) =

First activelog file =
Block log on disk full

(BLK_LOG _DSK_FUL)=NO

Percent of max active log space by
transaction(MAX_LOG) =0

Num. of active log filesfor 1 active
UOW(NUM_LOG_SPAN) =0

Group commit count

(MINCOMMIT) =2

Percent log file reclaimed before soft chekpt
(SOFTMAX) = 360

Log retain for recovery enabled
(LOGRETAIN) = OFF

User exit for logging enabled

(USEREXIT) = OFF

Auto restart enabled
(AUTORESTART) = ON

Index re-creation time

= SYSTEM (RESTART)

Default number of loadrec sessions
(DFT_LOADREC SES) =1
Number of database backupsto retain
(NUM_DB_BACKUPS) =12
Recovery history retention (days)
(REC_HIS RETENTN) = 366

(INDEXREC)

TSM management class
(TSM_MGMTCLASS) =
TSM node name
(TSM_NODENAME) =

TSM owner (TSM_OWNER)

TSM password
(TSM_PASSWORD) =

Database Configuration for Node 10

Database Configuration for Database TPCD

Database configuration release level =
0x0a00

Database release level =
0x0a00

Database territory =UsS
Database code page
Datab