Tier B (Database Server)

L enovo System x3850 X6

There is one database server in this TPC-E cor#tgur. This document describes how it should epsand
configured.

Hardware

- Install the hardware components so you have:
0 Processors- 4 x 2.20GHz, one per Compute Book
0 Memory- 64 x 64GB, 16 per Compute Book (populatse@ DIMMs per channel)
All four Compute Books should be installed
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X6 Compute Book

o Internal RAID- 1 x ServeRAID M5210 in internal R€Islot 11 (Storage Book)
o Internal Storage-

= 2 x900GB SAS HDD in drive bays 0 and 7 (Storagelgo

= 6 x800GB SAS SSD in drive bays 1 thru 6 (Storagek)

=9 |

X6 Storage Book

0 Expansion- 2 x Half-Length X6 I/O Books
0 Networking- 1 x X540 ML2 Ethernet adapter in itesffic slot (Primary I/O Book)
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X6 Primary 1/0 Book

o Power- 4 x 1400W power supplies
o Do notinstall any other hardware into the systen y
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Lenovo System x3850 X6 (Rear)

- System Settings:
o0 Boot the server and press F1 when prompted toidtopJEFI setup. Once there:
= Load default settings
= Set the correct date and time
= Set a static IP address & mask for the Integrataddgement Module (IMM), so it is
on your lab network
= Under System Settings -> Operating Modes -> Ch@gserating Mode, select
“Maximum Performance”
= Save settings and then turn the server off
- Management network:
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o Connect the server's System Management Ethernetgthe lab network
0 Another system, such as the driver, on the lab otwan now manage the server via a web
browser pointed at the static IMM address entebaya
Update the server’s code levels:
o Download the latest system code levels for thigeseirom LENOVO.COM:
= IMM
= UEFI
= Diagnostics
o Connect to the IMM via a web browser. After loggingclick on “Server Management” ->
“Server Firmware” -> “Update Firmware...”. Browsedad select the newly downloaded IMM
update file. Follow the onscreen directions.
o0 When the IMM update is done, restart the IMM andt watil you can log back into it.
o Now use the IMM interface to update the server'ssUand diagnostics (DSA) code
When done, power the server off.

Create the Internal Arrays:
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Boot the system. Press F1 when prompted to goUitel setup.
Go to System Settings->Storage.
Select the M5210 adapter
Select “Controller Management”
“Set Factory Defaults”, Confirm, and Yes. OK.
Select “Advanced...”
0 “Schedule Consistency Check”->"Consistency Che@dqgbency” Set to Disable, and Apply
Changes. OK.
Set Rebuild Rate, BGI Rate, & Reconstruction Rat&00
Set Consistency Check Rate to 0
Set SMART Polling to 65535
Set Patrol Read Mode to Disabled
Set Patrol Read Rate to 0
Set Patrol Read Setting for Unconfigured Spaceisalided
Apply Changes. OK.
ESC back one level of menus.
rray:
Select “Configuration Management”->"Create Virtitaive — Advanced”
RAID-1
“Select Drives”
= Select the two 900GB drives in slots 0 and 7
= Apply Changes. OK.
“Virtual Drive Name” = “OS”
0 Leave default 64K stripe, No Read Ahead, Write Tigtg Direct, Read/Write, Drive Cache
disabled
0 Set “Default Initialization” to Full
0 Save Configuration. Confirm. Yes. OK.
o0 The OS array now gets initialized. Wait untilstdone, which will be several minutes.
Log Array:
0 Select “Configuration Management”->"Create Virtitaive — Advanced”
o RAID-1
o “Select Drives”
= Select all of the 800GB drives
= Apply Changes. OK.
o “Virtual Drive Name” = “LOG”
0 Leave default 64K stripe, No Read Ahead, Write Tigtg Direct, Read/Write, Drive Cache
disabled
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0 Set “Default Initialization” to Full
0 Save Configuration. Confirm. Yes. OK.
0 The log array now gets initialized. Wait untilstdone, which will be several minutes.

Install the OS:

Be sure the system date and time are correct sefp
Insert the Windows Server 2012 R2 installation DM the system (or mount its ISO image via the
IMM) and boot from it
Install Windows
0 Language to install = English
o Time and currency format = English (United States)
0 Keyboard or input method = US [Next]
Select “Install Now”
Choose “Windows Server 2012 R2 Standard (Servér avibUI)” [Next]
Accept the license terms [Next]
Select “Custom” installation type
Select to install Windows to the OS array [Next]
Windows will now install. This will take severalimutes, and the system will reboot more than oride.
user interaction is needed.
Set the new Administrator password.
You are now brought to the Windows desktop. Winslisinstalled. You can remove/unmount the
installation DVD now.

Configure the OS:
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Control Panel (view by small icons):

o Windows Update- Never check for Windows updates
Windows Firewall- Turn off Windows Firewall, forlaletwork types
User Accounts- Change UAC to Never Notify
Taskbar- use small icons
Systems-
Set system name and workgroup
Set features for “best performance”
Set custom page file size on C; = 8192-16384
Set DEP only for essential Windows programs andices
Don't automatically restart on a system failure
Automatic memory dump
= Allow remote desktop connections, from any levedr
o Power Options:
= Setto High Performance
= Turn the display off after 2 hours
o Folder Options- do not hide any files and folders
Display- Set the video resolution as desired
o Data and Time-
= Change Time Zone and update the system time
= Disable internet time sync
= Don't notify when the clock changes
o AutoPlay- Turn off autoplay
0 Administrative Tools
= Local Security Policy

» Local Policies; User Rights Assignment; Lock Pagdglemory
0 Add the group “Administrators”

0
(0]
(0]
(0]

o

» Account Policies; Password Policy
0 Set “Maximum password age” to zero
0 Set “password must meet complexity requirementsiisabled
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e Press CTRL-ALT-DEL and change password to a simmber. Use the same
password that you used on the database server.
= Event Viewer
* Right click on each “Windows Logs” type; Propertisst “maximum log size” to
256,000 [OK]

- Other settings:
o0 Turn off Windows Error Reporting
o Insure Customer Experience Improvement Prograrffis o
0 Set desktop to use Small Icons
o Pin frequently used programs to the task bar

- Run gpedit.msc
o Computer Configuration; Administrative Templategst&m; Display Shutdown Event Tracker (in
the right pane near the bottom); Select “disab[@K]

- Run “control userpasswords2”
0 Uncheck “Users must enter a user name and passwoise this computer” [OK]
o Enter your account password twice [OK]

- Reboot the computer to apply all those settings

Additional Hardware

Install Additional Hardware:

- Remove AC power from the server.

- Install the ServeRAID M5225 adapters into slotg,14, 5, 7, & 9.
- Install the X540 T2 Dual Port Ethernet adapters sibts 3, 6, & 8.
- Reapply AC power and boot the system

Install System Options:
- Use the IMM to install the ServeRAID M5200 SeriealsPerformance Key
o Inthe IMM, select “IMM Management” -> “ActivatioKey Management” -> “Add...”
o Follow the onscreen prompts to install the keyyjfimg the key file when asked
o Upon reboot, the key will apply to all adaptershia system, including the onboard RAID

Install Device Drivers:
There are Windows-compatible versions for moshese code updates. Download these versions from
LENOVO.COM, copy them over to the server, run théEBhere, and choose to do the update immediately,
rather than extracting the files for later.
- Networking:

o Download the latest Intel networking drivers foisteystem

o Install the Ethernet device drivers
- SAS

o Download the latest LSI SAS controller driver fhistsystem

o Download the latest M5200-series SAS controllenfiare

o Install the SAS controller driver

o Install the firmware updates

- Chipset INF
o Download the latest chipset INF software for thistem
o Installit
- Video
o Download the latest video driver for this system
o Installit

- Download the latest SAS/SATA hard drive update proyg
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0 Run the program to update the firmware on any dt@vet drives.
Reboot

Additional OS Settings

Configure IP_Addresses & Network Connections

One of the server’s Ethernet ports will be usedtierlab network. Connect the bottom port of the
adapter in slot 10 to a Gb Ethernet switch thalt eréate the lab network, linking the databaseeserv
client, driver, and any other needed systems. fdtiwork is used to copy files between the systems,
synchronize system times, manage the systems, etc..

Four Ethernet ports will be used for connectingriO directly to the database server:

o Slot 10, top port

o Slot 8, bottom port

o Slot 6, bottom port

o Slot 3, bottom port

These are Ethernet crossover connections. Thésenkeconnections are used during the benchmark
run.

IP addresses:

o Slot 10, bottom port: Set IP as needed for yalmetwork

o Slot 10, top port: Set static IP 10.10.1.1 /.255.255.0
o Slot 8, bottom port: Set static IP 10.20.1.5%.255.255.0
o Slot 6, bottom port: Set static IP 10.30.1.5%.255.255.0
o Slot 3, bottom port: Set static IP 10.40.1.5%.255.255.0

Make these connections, using crossover cables:

o Database server slot 10 top pértclient10, slot 3, left port

o Database server slot 8 bottom portclient10, slot 3, right port
o Database server slot 6 bottom pértclient10, slot 8, left port
o Database server slot 3 bottom pértclient10, slot 8, right port

Test each network connection using ping.

Miscellaneous OS Setup:

Copy TPC-E kit files to the server. See the kitwlnentation for details.

Place a BAT file, synctime.bat, into the startufglés to synchronize the time with another servargv
time the system is rebooted. The driver, served,dient will have this same BAT file in their sigp
folders, and they all sync their times off of tleene system. The systems are rebooted beforea run
TPC-E and this insures that all of the system doall be synchronized. Test the BAT file to beesit
works.

SOL Server

Installation:
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First, the .NET Framework Feature must be installed
0 Open Server Manager and under Features, select Fadtlres”.
o Place a check next to “.NET Framework 3.5.1” (uHddET Framework 3.5.1 Features”)
o Press [Install] to install the feature.

Second, install SQL Server 2016 Enterprise x64i@uit
Run setup.exe
SQL Server Installation Center
o choose “Installation” on the left
o0 choose “New SQL Server stand-alone installation...”
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- Product Key. Evaluation [Next >]
- License Terms
o0 Accept the license terms [Next >]
- Microsoft Update [Next >]
- Product Updates [Next >]
- Install Rules [Next >]
- Feature Selection, check
0 Instance Features
= Database Engine Services
0 Shared Features
= Client Tools Connectivity
0 [Next>]
- Instance Configuration [Next >]
- Server Configuration
0 Service Accounts tab
= Change “SQL Server Database Engine” service frotmraatic startup type to manual
= For all enabled services, change the Account NamAdministrator” and enter the
Administrator password
o Collation tab
= Database Engine [Customize...]
» Select “Windows collation designator and sort otder
e Select Collation Designator = “Latinl_General”
e Select Binary sort order
= [OK]
0 [Next>]
- Database Engine Configuration
o Server Configuration tab
= Select Mixed Mode
= Enter password, same as used for Administratoruaxtco
= [Add Current User]

0 [Next>]
- Ready To Install [Install]
- Complete [Close]

- Close the SQL Server Installation Center
- Windows may need to be restarted. If so, restanddivs after all of the installation tasks have
completed.

- Third, the SQL Server Management Tools must bealtest:
o Download the latest SQL Server Management StudiMS) from microsoft.com.
0 Run the downloaded file and follow the promptsristall SSMS.
0 Reboot if needed.

Configuration:
- To configure the softNUMA nodes, merge the inclufiedSoftNuma_4PBDWEX.reg into the registry.

- To bind networking ports to softNUMA nodes, sté SQL Server Configuration Manager
0 On the left, expand “SQL Server Network Configurati
= Highlight “Protocols for MSSQLSERVER”
» On the right, double click on “TCP/IP”

o Protocol tab
= Set“Enabled” to “Yes”
=  Set “Listen All" to “No”

o IP Addresses tab
= Find and enable each of these IP addresses, atiiCiet

Port” to the string shown:
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|P Address TCP Port String
10.10.1.1 1400, 1410[0x1], 1411[0x1], 1412[0x2]13MDx2]
10.20.1.1 1420[0x4], 1421[0x4], 1422[0x8], 1423[Dx8
10.30.1.1 1430[0x10], 1431[0x10], 1432[0x20], 14B&]0]
10.40.1.1 1440[0x40], 1441[0x40], 1442[0x80], 14%&0]

[OK] [OK]
o Close SQL Server Configuration Manager

- Toturn on large page allocation for SQL Servertgaehe included file
LargePagesForText_SQL2016.reg into the registry

- Configure SQL Server options:
0 Open SQL Server Management Studio. Load and exébatincluded file SQLconfig.sql. It
will configure SQL Server for this workload on thagstem.
0o When done, close the SQL Server Management Studioestart SQL Server

- Configure SQL Server startup flags (see includiedStartSQL.bat):
o Use the following flags to start SQL Server fronwnon

= C start SQL independent of the service contrahager

= X disable performance statistics

= -T3502 display checkpoint messages in the SQL legor

= -T834 use large page allocations for the buffer poo

= -T661 disable the ghost record removal process

= -T8744 disallow prefetch for ranges

= -T652 disable page prefetch scans

= -T3505 force automatic checkpoint processing tadmapletely disabled

Storage

Hardware Connections:

- Turn off the server

- Mount the drive enclosures into the racks.

- Install the drives into the enclosures and contifezenclosures to RAID adapters:

Database Data and Run-Time tempdb (Priced):

0 Put nine 800GB SAS SSD drives into each of two Men61024 external enclosures (so each
enclosure has eight SSDs for database data an8RDdor run-time tempdb)

o Connect these two enclosures directly to one Sexi@R15225

o0 Puteight 8B00GB SAS SSD drives into each of eigihtdvo E1024 external enclosures (database
data)
o Connect each of these enclosures directly to ofeuwfServeRAID M5225 adapters.

At this point, five of the six installed Serve RAND5225 adapters have drives and enclosures
attached to both ports of each RAID adapter. 8cethre five ServeRAID M5225 adapters, each
attached directly to two enclosures, for a totakeof priced enclosures containing all 82 of the
external priced SSDs.

Backup and Load-Time Temp Space (Measured):

o Puttwenty 800GB SAS SSD drives into one LenovoZ1éxternal enclosure (backup & load-
time temp space)

o0 Put eighteen 800GB SAS SSD drives into one LendV@?E external enclosure (backup & load-
time temp space)
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o Daisy-chain these two enclosures to two pricedaseks such that all four enclosures are
connected to the same ServeRAID adapter.

o0 Insert two 1200GB SAS HDDs into each of two priteshovo E1024 enclosures such that all
four HDDs are in enclosures connected to the saaneeRAID M5225 adapter. (Unused space.)

o Insert twenty-four 600GB SAS HDDs into each of f&XP2524 enclosures. Connect one of
these enclosures directly to an unused ServeRAIR28%ort. Daisy-chain the other three
enclosures to that one. (backup & load-time tengrsp

0 Insert twenty-four 1200GB SAS HDDs into each offf@xXP2524 enclosures. Connect one of
these enclosures directly to an unused ServeRAIR2@Fort. Daisy-chain the other three
enclosures to that one. (backup & load-time tengzsp

At this point, all ServeRAID M5225 ports have bessed.

- Power on the enclosures, then the server and be@®8§.
- Update the M5225 adapters:
o Download the latest ServeRAID M5225 firmware froenlovo.com
o Update the firmware
0 Reboot the system when done
- Update the drives:
o Download the latest SAS/SATA hard drive update pogfrom Lenovo.com
0 Run the program and update the firmware on any dewel drives.
0 Reboot the system when done.
- Install Storage Manager
o Download the latest version of MegaRAID Storage kiger from Lenovo.com
o Installit

Controller Settings:
- Boot the system. During POST press F1 when prainotgo into UEFI setup.
- Go to System Settings->Storage.
- For each M5225 adapter:

o Select “Controller Management”

0 “Set Factory Defaults”, Confirm, and Yes. OK.

0 Select “Advanced...”

= “Schedule Consistency Check”->"Consistency Cheaqkency” Set to Disable, and

Apply Changes. OK.
Set Rebuild Rate, BGI Rate, & Reconstruction Rat&00
Set Consistency Check Rate to 0
Set SMART Polling to 65535
Set Patrol Read Mode to Disabled
Set Patrol Read Rate to 0
Set Patrol Read Setting for Unconfigured Spaceisalied
Apply Changes. OK.

Create Arrays:
- Boot the OS and run MegaRAID Storage Manager.

- Create all the external arrays.
This can be done by either importing an LSI_AdapBamfiguration_X.cfg file on each M5225 RAID
adapter, or by using the following manual procedapeatedly until all of the external arrays hagerb
created.

o Data Arrays (Priced):
In the Physical view, right click on a M5225 RAIDapter. Select “Create Virtual Drive”
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= Choose “Advanced” [Next]
= Drive Group Settings

* Choose RAID 5

» Highlight 16 of the data SSDs, in the priced enates, and press [Add >]

» [Create Drive Group]

* [Next]
= Virtual Drive Settings.

» Choose the following settings:

o Virtual Drive Name = “dat&”, whereX is an incrementing number ,
1-5
Leave the default capacity
Initialization State = “Full Initialization”
Stripe size = 64k
Read Policy = “No Read Ahead”
Write Policy = “Write Through”
IO Policy = “Direct 10"
Access Policy = “Read Write”
o Disk Cache Policy = “Disabled”

» [Create Virtual Drive]

» [Yes] to verify write through mode

* [Next]
=  Summary [Finish]
= [OK] to acknowledge drive was created

O O0O0OO0OO0OO0OO0o

0 Run-Time tempdb Array (Priced):
Follow the same procedure as for the data arraganake this array RAID-1 and name it
“tempdb” instead of “datX”. Use the two remaining SSDs in the priced E1884losures.
There is only one tempdb array.

o Backup & Load-Time Temp Space Arrays (Measured):
Follow the same procedure as for the data arraggidme them “backul” instead of “dataX”.
= Create two RAID-5 arrays, each from half of the agmng 800GB SSDs
= Create one RAID-5 array from the four 1200GB HDBshe E1024 enclosures
= Create four 24-drive RAID-10 arrays from the 6008BDs
= Create four 24-drive RAID-10 arrays from the 12008BDs

Wait for all the arrays to complete initialization.

- Configure Arrays:
Now add the arrays into Windows:
o Open Windows Disk Management.
0 You will be asked to initialize the new disks.
= Be sure all the new arrays are selected
= Choose GPT as the style
= [OK]
0 You should now see the new data, tempdb, backuplognarrays on the display. Now we will
create the partitions.
= Find the array created for the database log.
» Create one partition on it, 2,001,000MB in size] amake it drive E:. Don't
format it.
* Using the rest of the free space, create anothétipa and make it drive F:.
Quick-format it NTFS.

= Find the array created for the database run-timmg .
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» Create one partition on it, using all the space, make it drive T:.
Quick-format it NTFS.

Find the array created with the four 12200GB HDDs.
» Create one partition on it, using all the space, make it drive S:.
Quick-format it NTFS.

The rest of the new arrays will be for database datl database backup space. They
will be accessed via mount points.
e Create mount points in the folder c:\mp. See tictuded files rc5.bat and
rc.bat. These files will create:
o three mount point folders for each of the thre@adaitays: fX, gwy,
and x¥, whereY is an integer (1-5).

= fXx mount points are for fixed database data (1apey)

= gw mount points are for growing database data (lapay)

= Xt mount points are extra space (1 per array)

o one mount point folder, I for each of the 16 backup arrays, where
Zis an integer (1-16).
= bk mount points are for backup and flat files

e Create the required partitions on each data ankuipadgrive and assign them to
the mount points. See the included file DiskpaRVBEX4P_Create.txt for
details.

* Quick-format and label all of the backup and epiagtitions. See the included
file formt.bat.

The arrays should now look like the included scskenfiles WindowsDiskLayout_x.JPG.

The storage arrays have now been created. Thestegxis to load the TPC-E database. Follow the
directions in the TPC-E kit.
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