Durability Test Transcript: Power Loss


This test demonstrates the ability of the database deployment to recover from an abrupt power loss. This solution uses persistent memory technology and involves redundant battery backed power modules to ensure persistence of the data. We depend on ILO event logs to narrate the various events of this power loss test.

Overview of powerless sequence from SUT standpoint:
1. Power cables from the server are pulled-out to simulate abrupt power loss to the SUT.
1. Power to the DIMMs is maintained using the battery backup.
1. Server firmware ensures backup of the persistent memory devices’ contents. 
1. Server shuts down after the backup.
1. Power cables are restored powering up iLO (management console)
1. Server is powered up through the iLO.
1. Server firmware restores the data on persistent memory devices after required validations and proceeds with normal startup.

Notes:
1. With current test we have all iLO logs with time stamps from GMT time zone. (+6:00:00 from CT).
1. iLO consolidates some of the consecutive log entries into one if these logs entries are similar/identical. The single log entry would have the ID of first log entry and time stamp of the latest log entry. 

Following is the iLO event log dump for the entire test duration: (EventLog.csv in the log dump)

	ID
	Severity
	Description
	Last Update
	Count
	Category

	9817
	Informational
	Remote console session stopped by: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 14:01
	1
	Administration

	9816
	Informational
	Browser logout: [NONE] - 127.0.0.1(localhost).
	11/16/2017 13:55
	1
	Security, Administration

	9815
	Informational
	Browser logout: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:55
	2
	Security, Administration

	9814
	Informational
	Browser login: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:55
	2
	Security, Administration

	9813
	Informational
	Browser logout: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:51
	2
	Security, Administration

	9812
	Informational
	Browser login: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:51
	2
	Security, Administration

	9811
	Informational
	Browser logout: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:50
	13
	Security, Administration

	9810
	Informational
	Browser login: System Administrator - 127.0.0.1(localhost).
	11/16/2017 13:50
	13
	Security, Administration

	9809
	Informational
	Browser login: [NONE] - 127.0.0.1(localhost).
	11/16/2017 13:50
	1
	Security, Administration

	9808
	Caution
	Server reset.
	11/16/2017 13:49
	1
	Maintenance, Administration

	9807
	Caution
	Server reset.
	11/16/2017 13:49
	1
	Maintenance, Administration

	9806
	Informational
	Power-On signal sent to host server by: [NONE].
	11/16/2017 13:49
	1
	Maintenance, Administration, Power

	9805
	Informational
	 Remote console started by: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 13:49
	1
	Administration

	9804
	Informational
	APO: Restored power state to standby.
	11/16/2017 13:47
	1
	Administration, Configuration

	9803
	Informational
	Browser login: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 13:47
	1
	Security, Administration

	9802
	Informational
	iLO clock has been synchronized with 10.1.1.77.
	11/16/2017 13:52
	1
	Configuration

	9801
	Informational
	On-board clock set; was (dd/mm/yyyy) 1/1/1970  00:00:00.
	11/16/2017 13:47
	1
	Administration, Configuration

	9800
	Informational
	iLO network link up at 1000 Mbps.
	[NOT SET] 
	1
	Other

	9799
	Caution
	Security jumper override detected.  Security disabled!
	[NOT SET] 
	1
	Security

	9798
	Caution
	Power restored to iLO.
	[NOT SET] 
	1
	Administration

	9797
	Caution
	Server reset.
	11/16/2017 13:45
	1
	Maintenance, Administration

	9796
	Informational
	 Remote console started by: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 13:43
	1
	Administration

	9795
	Informational
	Embedded Flash: Restarted.
	11/16/2017 13:43
	1
	Administration

	9794
	Informational
	Server power restored.
	11/16/2017 13:49
	3
	Maintenance, Administration

	9793
	Caution
	Server reset.
	11/16/2017 13:43
	1
	Maintenance, Administration

	9792
	Informational
	Event log cleared by: [NONE].
	11/16/2017 13:41
	1
	Maintenance, Administration



Sequence of events:

1. Invoke require workload from StepMaster client and wait for each of the 7 query streams to complete 100 iterations.
1. Clear all the iLO event logs:

	9792
	Informational
	Event log cleared by: [NONE].
	11/16/2017 13:41
	1
	Maintenance, Administration



1. Pull the power cables from the server. iLO registers the “reset” event.

	9793
	Caution
	Server reset.
	11/16/2017 13:43
	1
	Maintenance, Administration



1. Server firmware quickly triggers backup of persistent memory devices on battery power. Note that 3 log entries collapsed into one.

	9795
	Informational
	Embedded Flash: Restarted.
	11/16/2017 13:43
	1
	Administration

	9794
	Informational
	Server power restored.
	11/16/2017 13:49
	3
	Maintenance, Administration
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1. After the backup, server shutdown including iLO. 

1. Power cables are restored back to the server and iLO powers on automatically.

	9802
	Informational
	iLO clock has been synchronized with 10.1.1.77.
	11/16/2017 13:52
	1
	Configuration

	9801
	Informational
	On-board clock set; was (dd/mm/yyyy) 1/1/1970  00:00:00.
	11/16/2017 13:47
	1
	Administration, Configuration

	9800
	Informational
	iLO network link up at 1000 Mbps.
	[NOT SET] 
	1
	Other

	9799
	Caution
	Security jumper override detected.  Security disabled!
	[NOT SET] 
	1
	Security

	9798
	Caution
	Power restored to iLO.
	[NOT SET] 
	1
	Administration



1. We log-in to iLO and launch “Remote Console” and power-on the server:

	9806
	Informational
	Power-On signal sent to host server by: [NONE].
	11/16/2017 13:49
	1
	Maintenance, Administration, Power

	9805
	Informational
	 Remote console started by: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 13:49
	1
	Administration

	9804
	Informational
	APO: Restored power state to standby.
	11/16/2017 13:47
	1
	Administration, Configuration

	9803
	Informational
	Browser login: [NONE] - 10.112.133.41(DNS name not found).
	11/16/2017 13:47
	1
	Security, Administration




1. Server startups and restores all data on persistent memory devices:

	9808
	Caution
	Server reset.
	11/16/2017 13:49
	1
	Maintenance, Administration

	9807
	Caution
	Server reset.
	11/16/2017 13:49
	1
	Maintenance, Administration
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1. Server then completes its normal startup along with SQL server. All transactions are rolled forward during recovery:
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1. Workload from StepMaster is restarted and allowed to complete all checks/validations. 
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