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Typographic Conventions
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0.1

0.2

0.3

0 PREAMBLE

Introduction

Artificial intelligence (Al) has become a key transformational technology of our times. Advances in neural networks
and othemachine learningtechniques have made it possible to use Al on a varietyeo€ases-rom the public sector

to aerospace, defems@nd academia, new and improved ways to use Al techniques are changing the way we harness
data and analytics. This along with advances in compute, interconnect and memory technologies have made possible tc
solve complicated challenges that will ultimatblnefit customers in production datacenter and cloud environments.

Abundant volumes of rich data from text, images, audio and video are the essential starting point for creating a
benchmark that would represent the myriadisé casesnd customersTPC Express Benchmark Al (TPGAI) is

created in keeping with the TPC tradition of emulating real world Al scenarios and data ssiecesedJnlike most

other Al benchmarks, the TP@X usesa diverse datasand isable to scale across a wide range ofesfzctors. TPCx

Al may later expand with additionake caseand add additional flexibility for a greater variety of impkntations.

The benchmark defines and provides a means to evaluagystem Under Test (SUT)performance as a general
purpose dat science systethat:

1 Generateand processlarge volumes of data.

Trains preprocessed data to produce realistachine learningmodels

Conducs accurate insights for realorld customer scenarios based on the generated models

Can scale to large scaléstributed configurations

Allows for flexibility in configuration changes to meet the demands of the dynamic Al landscape.

=A =4 =4 =4

The benchmark models relife examples of companies and pubdiector organizations that use a range of analytics
techniques, bt Al and more traditionainachine learning approaches, as well as the potential application of these
techniques in situations like those in which they have already been successfully deployed. In addition, the benchmark
measures end to end timeptmvideinsights for individualise casesas well as throughput metrics to simulate multiuser
environments for a given hardware, operating system, and data processing system configuration under a controlled,
complex, multiuser Al ormachine learningdata sciencevorkload.

Comment: While separated from the main text for readability, comments and appendices are a part of the standard and
their provisions must be enforced.

TPCx-Al Kit and Licensing

The TPCxAI kit is available from the TPC website (see www.tpc.omtpi/ for more information). Users must sign

up and agree to the TP@X End User Licensing Agreement (EULA) to download the kit. All related work (such as
collaterals, papers, derivatives) must acknowledge the TPC and include theATRGmyright. The PCxAI kit
includes: TPCxAI Specification document (this document), TREkUsers Guide (README.md) documentation,
scripts to set up the benchmark environment, code to execute the benchmark workload, Data Geearasaelated
files, andBenchmark Driver.

General Implementation Guidelines

The purpose of TPC benchmarks is to provide relevant, objective performance data to industry users. To achieve that
purpose, TPC benchmark specifications require benchraadbe implemented with systemgroducts, technologies
and pricing that:

a) Are generally available to users.

b) Are relevant to the market segment that the individual TPC benchmark models or represents (e-gl, TPCx
models and represents complex, high data volume, decision support eraritehm

c) Would plausibly be implemented by a significant number of users in the market segment modeled or
represented by the benchmark.

TPC Express Al (TPCGAI) StandardspecificationRevisionl.0.1- Page6 of 85



0.4

The use of new systems, products, technologies (hardware or software) and pricing is encouraged so long as they mee
the requirements above. Specifically prohibited are benchmark systems, products, technologies, or pricing (hereafter
referred to as "implementations"”) whose primary purpose is performance optimization of TPC beriRbsudtk

without any corresponding appliwéity to realworld applications and environments. In other words, t@hthmark

special' implementations, which improve benchm&&sultsbut not realworld performance or pricing, are prohibited.

Several characteristics shall be evaluated to judgeheha particular implementation isbenchmark special It is

not required that each point below be met, but that the cumulative weight of the evidence be considered to identify an
unacceptable implementation. Absolute certainty or certainty beyond @nadées doubt is not required to make a
judgment on this complex issue. The question that must be answered is: "Based on the available evidence, does the clee
preponderance (the greater share or weight) of evidence indicate this implementatiendsraak special?"

The following characteristics shall be used to judge whether an implementatiberistanark special
a) Isthe implementation generally available, documented, and supported?

b) Does the implementation have significant restrictions on its usgmicability that limits its use beyond TPC
benchmarks?

c) Is the implementation or part of the implementation poorly integrated into the larger product?

d) Does the implementation take special advantage of the limited nature of TPC benchmarks (e.g., mbde] sele
accuracy requirements, query templates etc.) in a manner that would not be generally applicable to the environment
the benchmark represents?

e) Is the use of the implementation discouraged by the vendor? (This includes failing to promote the imiidementa
in a manner like other products and technologies.)

f) Does the implementation require uncommon sophistication on the part of thesemgrogrammer, or system
administrator?

g) Is the pricing unusual or nezustomary for the vendor or unusual or foustanary compared to normal business
practices? The following pricing practices are suspect:

Availability of a discount to a small subset of possible customers.

Discounts documented in an unusual or-sastomary manner.

Discounts that exceed 25% on small diteas and 50% on large quantities.

Pricing featured as a closait or onetime special.

Unusual or norcustomary restrictions on transferability of product, warranty, or maintenance on discounted

items.

h) Is the implementation (including betalease compants) being purchased or used for applications in the market
segment the benchmark represents? How many sites implemented it? How masgrsnaenefit from it? If the
implementation is not currently being purchased or used, is there any evidenceat itiditit will be purchased
or used by a significant number of eunser sites?

=A =4 =4 =4 -4

General Measurement Guidelines

TPCxAIl Resultsare expected to be accurate representations of system performance. Therefore, there are certain
guidelines that are expectedite followed when measuring thoBesults The approach or methodology to be used in

the measurements are either explicitly described in the specification or implemented by th&l KRGlause5.1).

When not described in the specification, the methodologies and approaches used must meet the following requirements:

The approach is an accepted engineering practice or standard.

The approach does nehhance th&esults.

The equipment used in measuriRgsults must conform to the requirements@tause 6

Fidelity and candor are maintained in reporting any anomalies iRRéiselts, even if not specified in the
benchmark requirements

TPC Express Al (TPCGAI) StandardspecificationRevisionl.0.1- Page7 of 85
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0.5

Comment: The use of new methodologies and approaches is encouraged so long as they meet the requirements above

Definitions

A

1 Attestation Letter

TPC-Certified A u d i topimiod segarding the compliance ofR&sult must be consigned in akitestation Letter
delivered directly to the Test Sponsor.

1 Availability Date
The Availability Date is the Systermi\vailability Date defined in the TPC Pricing Specification.

B

1 Benchmark Special

The Benchmark Specialis defined as any aspect of the benchmark implementation with the primary purpose of the
optimization of TPC Benchmarkesults without any corresponding applicability to remabrld applications and
environments

C

1 Commercially Available Product

Commercially Available Product is defined in TPC Pricing Specification.
1 Compute Software

Compute software runs onthe System Under Test (SUT)hardwareproviding required software capabilities to
successfully execute the benchm&kmpute Softwareunless otherwise stated will be part of 8ystem Under Test

D

1 Data Redundancy

The ability to have no permanent data loss afierpermanent irrecoverable failure of any single Durable Medium
containing tables, input data, output datanetadata

i Data Generation

The process of usingDGF to create the data in a format suitable for presentation to the load facility.
i Data Node

Data Nodesstore data in a Hadoop cluster and is the name of the daemon that manages the data. File data is replicatec
on multipleData Nodesfor reliability and so that localized computation can be executed near the data

1 Deep Learning

1 https://docs.cloudera.com/documentation/enterprise/6/6.3/topics/cm_rngnin.
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Deeplearning (also known asleep structured learning) is part of a broader familpathine learningmethods based
on artificial neural networksvith representation Iearrﬁ.

E

1 Executive Summary

Defined by the TPC Policies, &xecutive Summaryis a two to foupage summary of theesult

F

1 F-score

TheF-scoreor F-measureis a measure of a test's accuracy. ktagulaed from theprecisionandrecallof the test,
where the precision is the number of correctly identified positive results divided by the number of all positive results,
including those not identified correctly, and the recall is the number of correctly identified possiNes divided by

the number of all samples that should have been identified as p%)sitive

1 Full Disclosure Report (FDR)

The Full Disclosure Reportis a set of files that documents how a benchniRag&ult was implemented and executed
in sufficient detail so that thResult can be reproduced given the appropriate hardware and software products.

1 Framework

A Framework is a collection of soft waviaghineilearoihguAdand g AP |
libraries used to run TPGAI.

H

1 HDFS

HDFS (Hadoop Distributed File Systeng a file system that provides scalable and reliable data storage, and it was
designed to span large clustefcommodity servers.

9 High Availability System (HAS)

Computing environments configured to provide nearly-tinfle availability are known ddigh Availability Systems.
Such systems typically have redundant hardware and software that makes the systéia deaijtite failures. Well
designedhigh availability systems avoid having single pointf-failure. Any hardware or software component that
can fail has a redundant component of the same type.

2 https://en.wikipedia.org/wiki/Deep_learning

3 https://en.wikipedia.org/wiki/fscore
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1 JBOD

JBOD (Just a Bunch of Disks) refers to a collection of hard disks that have not been configured to act as a redundant
array of independent disks (RAID) array.

K

1 k-meansclustering

k-means clusteringis a method ofector quantization originally fromsignal processig, that aims
to partition n observations int& clusters in which each observation belongs tacthsterwith the nearesthean(cluster

centers or clustarentroid, serving as a prototype of thaister?

L

1 LCS (Licensed Compute Services)

Licensed Compute ServicgLCS) is defined in TPC Pricing Specification: Publicly offered processing, storage,
network, and software services that are hosted on remote computer servers accessed via a Wide Area Network (e.g. th
Internet). A Customer pays a license fee to ltleensed Compute Servicesvendor for the use of the processing,
storage, network, and software services. Dicensed Compute Serviceare not located or installed on a Customer's
premises.

M

1 Machine Learning

Machine learning (ML) is the study of computealgorithmsthat improve automatically through experience and by the
use of datalt is seen as a part aftificial intelligence Machine learning algorithms build a model based on sample

data, known asttaining datd, in order to make predicins or decisions without being explicitly programmed to do

so.Machine learning algorithms are used in a wide variety of applications, suemesl filteringandcomputer vision

where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks
1 Measured Configuration
SeeSystem Under Tes{SUT)

1 Metastore/Metadata

Descriptive information about the dataset including names and definitions of tables, indexes, and other schema objects.
Various terms commonly used to refer collectively to khetadata include Metastore, information schema, data
dictionary, or system catalogMetadata also includes additional information stored in the dataset to define, manage
and use other objects, e.g. users, connections, etc.

1 Master Node

Master Nodg(s) provide a variety of storage and processing coordination sefeica cluster. These are conceptually
distinct from Data Nodesbut sometimes share physical hardware. Where necessary for correct execution of the
benchmark, data in thaster Node services is considerddetadata unless it is data for a docatedData Node

service in which case it is considered table data. 3¢aster Nodeservices can be configured with sufficient instances

as part of aligh Availability System while others require other approaches to protecting against loss of service or data

4k-means clusteringWikipedia

5 https://en.wikipedia.org/wiki/Machine_learning
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https://en.wikipedia.org/wiki/Partition_of_a_set
https://en.wikipedia.org/wiki/Cluster_(statistics)
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loss. Examples ofMaster Node services includeName Nodes Checkpoint Nodes, Journal Nodes and Resource
Manager

1 Metadata

Metadata is "datathat provides information about other datiletadata can be stored and managed idatabase
often called anetadataregistryor metadatarepository®

N

1 Name Node

A Name Nodeis a particular class dflaster Nodeservice Name Nodesnaintain the namespace tree féDFS and
a mapping of file blocks t@ata Nodeswvhere the data is stored. A simp®FS cluster can have only one primary

Name Node supported by a secondaame Nodé

o

I Operating System/OS

The termOperating Systemrefers to a commercially available program that, after being initially loaded into the
computer by a boot program, manages all the other programs in a computer, or in a V@péeragng System
provides a software platform on top of which all other prograun. Without theperating Systemand the core
services that it provides no other programs can run and the computer would-foactammal. Other programs make
use of theDperating Systemby making requests for services through a defined applicatagram interface (API).

All major computer platforms require a@perating System The functions and services supplied byGerating
Systeminclude but are not limited to the following:

a) manages a dedicated set of processor and memory resources

b) maintains ad manages a file system

¢) loads applications into memory

d) ensures that the resources allocated to one application are not used by another application in an unauthorized
manner

determines which applications should run in what order, and how much time shallowes to run the application
before giving another application a turn to use the systems resources

manages the sharing of internal memory among multiple applications

handles input and output to and from attached hardware devices such as hard disksjmetface cards, addon cards
and other hardware devices.

Some examples @perating Systemsare listed below:

a) Windows

b) Unix (Solaris, AlX)

¢) Linux (Red Hat, SUSE)
d) Mac OS

8 https://en.wikipedia.org/wiki/Metadata

7 https://docs.cloudera.com/documentation/enterprise/6/6.3/topics/cm_mc_nn.html
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1 PDGF
The PDGF (Parallel Data Generator Framework) is part of TRTXit used to generate theest Dataset

1 Performance Metric
Thereportedthroughput as expressed in #de caseper minute.

T PerformanceTest

ThePerformance Testis defined as the run following the validation test that consists @ftésts running in sequential
order(Load test, power training test, power serving test I, power serving test Il, scoring test and throughput test)

1 Priced Configuration

ThePriced Configuration consists of components defined in the TRP&»Benchmark Standard including all hardware,
software and maintenance.

1 Price/Performance Metric

The Price/Performance Metric is the total price of Bmzed Configuration divided by the TPGAI Perfoomance
Metric.

R

1 Report

TheReport is an Adobe Acrobat PDF file in tHeDR. The contents of thReport are defined in Clause.3
1 Reported

The term Reported an item that is part of FHR.

1 Result

[The following definition has been copied from the TPC Policies. Please refer to the latest revision of the TPC Policies
for the most ugio-date text as well adefinitions of defined terms.]

A performance testsubmitted to th@PC attested to meet the requirements @RC Benchmark Standard at the
time of submission. AResultis documented by dBxecutive Summaryand, if required, akDR.

S

9 Scoring

The phase where the accuracy metric of the generated model is calculated forusgivase
1 Serving
The phase where the generated model is used to predict fesaltgivenuse case

1 Software Version

A Software Version uniquely identifies a software product, its release level, update level, and/or patch level. It is
typically a string of alphanumeric characters that allows the software manufacturer to uniquely identify the software.
1 Substitution

Substitution is the usef components in thEriced Configuration which are different than those used in the measured
configuration.
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1  Supporting Files

Supporting Filesrefers to the contents of tBeipporting Filesfolder in theFDR. The contents of this folder, consisting
of various source files, scripts, and listing files, are defined in Claudsg

1 System Under Test (SUT)

System Under Test §UT) i is defined to be the sum of the compats utilized in running a benchmark as specified
in Clause 6.

T

i Test Sponsor

The Test Sponsoris the company officially submitting tHeesult with the FDR and will be charged the filing fee.
Although multiple companies mayapsor éResultt oget her, f or t he pur gessSpasoof t h
must be a single company.T&st Sponsomeed not be a TPC member. Trest Sponsotis responsible for maintaining

the FDR with any necessary updates or corrections. Tiést Sponsoris also the name used to identify Result

1 Test Dataset

The Test Datasetis the dataset generated BRpGF for the defined scale factor used to execute the Load test, Power
tests and Throughput test.

1 TPCx-Al approved Compute software

Compute softwareand libraries that are not commercially available that cannot meet the pricing requirements that the
TPCxAIl subcommittee has approved to be used as part of the benchmark kit configuration for a valid publication.

1 TPC-Certified Auditor (Auditor)

The termTPC-Certified Auditor is used to indicate that the TPC has reviewed the qualification &utikor and

has cetified his/her ability to verify that benchmaResultsare in compliance with a specification. (Additional details
regarding theAuditor certification process and the audit process can be found in Section 9 of the TPC Policies
document.)

I Training

The phae where the generated model is used to predict results for augvease

U

I Undo/Redo Log

Undo/Redo Log: records all changes made in data files. The Undo/Redo Log makes it possible to replay all the actions
executed bytypical Big Data analytics systems as well as traditional Relational Databases Management Sfstems.
something happens to ookthe data files, a backed up data file can be restored and the Undo/Redo Log that was written
since the backup can be played and applied which brings the data file to the state it had before it became unavailable.
Not all Big Dataenvironments utilizean Undo/Redo Log to accommodate recovery.

 Use Case

We defusecase@® fas a targeted end to end pipeline of proc
challenge, with a measurable outcome. We recognizeitigatasesan be describedt different levels of granularity.

Theuse casesve chose for this benchmark correspond to descriptions of specific business challenges which industry
experts acknowledged to the TPC as meani ngf uletectifgor e x
a fraudul ent -commaroesrate tretaibimdostryfwere coesidered examples of very impostacases

Hi gher |l evel functions |ike fimarketingdo or fugsadages 0 we
even tlough they have relevance in the overall business development process.
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A Use Casdalefines a single problem solved by thikand Machine learning Data Science Pipelindt is Framework
and syntax agnostic and can be implemented in many wagtse TPCxAI kit, all Use Casesmplemented include
data generation, data management, training, scoring and serving phases.
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1.1

1 BUSINESS AND BENCHMARK MODEL

Overview

TPC Express Benchmark Al (TPEAI) contains benchmark components that can be used to assess a broad range of
systemtopologies and implementation methodad&sgin atechnically rigorous and directly comparablendorneutral

manner. The benchmark has been mapped to typical retail busiaessaspremise, cloud anddgeenvironments.

This clause outlines the busingasdeling assumptions that were adopted during the development of the benchmark,
and their impact on the benchmarking environments.

TPCxAl models the end to end Al andachine learning data science system of a retail business datacenter. The
supporting skema contains vital business information, such as customer, order, financial and product data. The
benchmark models the two most important components of any mature data science system:

1 Data aggregation and data management, which converts the data aot&ést datasetdor processing
1 Insights, which transforms the relevant data sets into accurate business intelligence

The benchmark abstracts the diversity of operations in data science pipelines, while retaining essential performance
characteristics.

In a retail datacenter scenario, it is necessary to execute a diverse number ofa&khore learningdata sciencese
casesbased on various departments that may or may not be related within the datacenter. This poses an additional
challenge of trying to benchmark scenarios and business intelligence pipelines that would benefit the end user. As a
result TPCxAl comprises of maypindependent Al anthachine learninguse casethat facilitate in helping any retail
business datacenter address and manage any business analysis environment.

While TPCxAI does not aspire to be a model of how to build actual Ahachine learningdatascience pipelines,

the benchmark has been granted a realistic context. It imitates the activity of retail businesses and datacenters with
customer information, department stores, sales and financial data, product catalog and reviews, emails, datacenter log
as well as facial images and audio conversatimnaddition, t is quite possible that not all scenarios in TP&bwiill

be applicable to all users. To this end, in definingRbeeormance Metric for TPCxAl, the TPCmade sure that no

one scenario domates théPerformance Metric so that all scenarios receive attention by the test sponsors.

The goal of selecting a retail business model is to assist the reader in relating intuitively to the components of the
benchmark, without tracking that industry sent so tightly as to minimize the relevance of the benchmark. The-TPCx

Al benchmark be used to characterize any industry that must transform operational and external data into business
intelligence. The data represents a reasonable image of a businedé®o@es they progress over time.

The TPCxAI benchmark models the challenges of end to end artificial intelligence systems and pipelines where the
power ofmachine learninganddeep learningis used to: detect anomalies (fraud and failures), drive sédéogistics
optimizations to reduce costs through e forecasts (classification, clustering, forecasting and prediction) and use
deep learning Al techniques for customer service management and personalized marketing (face recognition and
speech reagnition).

Data . Data Training &
Generation & Cllzelisii & Preprocessing Model

Business
Insights &
Metrics

Scoring and

Data Load transformation Serving

& labeling Generation

Figurel-aBenchmark Use Case pipeline flow
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1.2

1.3

1.4

1.4.1

Business model
The TPCxAIl benchmark models the followingse cases

1 Use Case 1Find customer segments based on their beha®lostering/segmentation of customers based on

return behavior (return frequency, return/ order r &

of purchases, ¢€&)

Use Case 2 Accurately transcript audio conversations of customers to text

1 Use Gase 3 Forecast the weekly sales for each store department and each store of a retail chain with multiple
stores based on a limited history of sales data.

1 Use Case 4 Find comments, reviews, or descriptions of items in a retail business with spam .cbhtent
problem to be solved is to identify those reviews that are spam

1 Use Case 5 Suggest a price of an item based on its brand, product name, and description on an
onlinemarketplace.

1 Use Case GPredict imminent hardware failure, given existing logbafdware events.

1 Use Case 7 Improve crossselling by giving "nexiproductto-buy” recommendations. Based on previously

bought products recommend products that the customer might also be interested in. Those recomsnendation

are found by comparing customsgby their products) and/ or products (by their customers)

Use Case 8Classifying categories and trip types using data from existing customer shopping trips

Use Case 9 Accurately recognize customer facial images

I Use Case 10Detect if a given finacial transaction israudulentor not.

=

E R

Data model

The TPCxAIl benchmark models a unified dataset schema of a retail datacenter witth\b &l machine learning

data science pipelineThis environment allows a single as well as concurrentsté¢ace pipelines to be run at any

given point in time. The data rests in persistent storage so is always available. ThAlTREaset represents a system

that contains structureds well as unstructured data which is typical of modern data systems.eameles of
structured data amgroduct, orders, customers, financial transactions tables. Customer images and audio conversations
make up the unstructured dataset.

The Data generation phase of the benchmark scales each of the tables and unstruasetsdalaimulate the growth

of the datacenter data sizes. The hope of the benchmark is to mimic datasets of different company sizes that each woulc
have the optimal data science pipelines (benchmark scaling or scale factor). Once generated, albtheodatseéd

for subsequent stages of pasbcessing within thenachine learningdata science pipeline.

TPCx-AI Data Science Pipeline

Data Science Pipeline Assumptions

The data management stages, and data science pipeline modeled by the benchmarkt etki@bfollowing
characteristics:

a) They address complex business problems with the intent to answer specific questions

b) The data is acquired from different sources and contains differenat®rm

¢) The data management stages like cleansing, exploratiohpreprocessing mimic modern commercial
pipelines used in current production environments

d) They employtraining, serving andscoring phases using production datasets available in the datacenter

To address the enormous rangeuse casep r eval ent in todayb6s modAlutiizeskaat a s
generalized data science pipeline model. This model allows the benchmark to capture important aspects of the pipeline
where data scientists wouldcain on preprocessed data, develop a production model, perform a scoring analysis to
generate accuracy metrics and then use the built model in the serving phases with production quality data.
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1.42

1.43

1.4.4

1.4.5

1.4.6

1.4.7

1.4.8

1.4.9

Data Generation

This phase of the benchmark models data adorisivherein a buitin data generatoPOGF) provided by the TPC is
used to generate Orelevantdéd data that wildl be used t«
trying to answer. The data is a combination of structured, astduastured data formats.

Data Loading

Data loading takes existing raw data generated by the TPC prd?i2ieé data generatand loadsinstructured data
to persistent storage anttuctureddata into theschema format® persistent storage (e lgDFS, or other file systems).
Some data science pipelines also call this stage Data Wrangling.

Cleansing and Transformation

Ensuring data is cleaned or cleansed can offer significant business value. Numerous surveys have found that many large
enterprises do nose data effectively due to the complexity of the data and redundancies thereof. Cleaning or Cleansing
the data can significantly help achieve a long list of benefits including accurate insights, increased productivity, and
efficient pipeline execution. Exaples of cleansing are included but not limited to removal of null records and duplicate
records from th@ est dataset

Data preprocessing and labeling

This phase involves deep study of the data, columns or patterns arnelatienships between the éigs and variables.

This analysis also helps in eliminating irrelevant data and narrowing down on the key parameters needed to build an
effective model. Examples of preprocessing include normalizing and standardizing the cleansed data and labeling for
geting theTest datasetready for building the model.

Training and Model Generation

Training usually results in the generation of a model. This phase involves many stages like choosing one or many
machine learningor Al methods to choose from, generating models asitdrating the processing by changing hyper
parameters to build the fihmodel. As in real world scenarios, the TR&Kkkit models the training phase using one
representativenachine learning or Al model that will meet key accuracy criteria set forth by the benchmark. The
benchmark assumes that this model will be deploygudduction by the datacenter to be used for subsequent serving
phases. Each unique use case will represent its own unique model training phase in the benchmark.

Scoring

This stage may also be known as the model validation stage. Scoring in the berinkioleek taking the generated

model and validating its accuracy with a labeled dataset (new dataset generateB D@ Eheata generator tool) not

used for training so that the accuracy of the model can be determinedideacdsgipeline in the benchnila models

its unique scoring phase. The benchmark also defines accuracy metrics and criteria that need to be met to have ¢
successfutun.

Model Deployment and Serving

Real world production model deployment andchine learninginference is represented by the TR&Ixbenchmark

by deploying only one production model psse caseThe TPCxAI benchmark uses the model generated in the training
phases to use conduct the serving phase for each of the respsetbzsed-or eacluse casea new dataset is generated
especially for the serving phase to represent production data that needs quality business insights.

Business insights and Metrics

TPCxAIl metrics demonstrate the value obtained using the end to end data science @kaelirtion. The results from
the benchmark model the powerful use of insights that can be used to grow the retail business, predict failure rates or
anomalies, accurately conduct classification or marketing personalization.
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2 LOGICAL DATASET DESIGN

Datasd Schema Overview

The TPCxAIl dataset comprises of the retail datacenter for an organization that conmtatrsictured tables and 2
unstructured datasets. Figur@a3hows the structured and unstructured datasets, théehghlefinitions for each tabl
and its relationship to other tables in the form of a relationship diagram.

2.1

FINANCIAL _ACCOUNT

[ |*fa_custorer sk Int64
‘transaction limit Decimal (8,2)
PRODUCT_RATING
*userID Int64 PRODUCT
*productID Inté64 *p product id Int64
‘rating Int ° name String
CUSTOMER °department String
FINANCIAL TRANSACTION L], . o 2
c_customer sk int64 categqory String
‘transcationID Int64 —' ¢ customer id String LINEXTEM
®amount Double °c¢ current addr sk Int64 ')’ li order_id Int64
° IBAN String °c first name String *li_product_id Int64
* senderID Int64 € oo last neme String °quantity Int
*reveiverID String € °c_prefgrred cust flag Char “price Decimal (8,2)
°time DateTime °c hirth day Int
°c birth wonth Int
°c birth_year Int ORDER_RETURNS
CUSTOMER_IMAGES_META °c birth country String e Toiea
‘ireg filename — String °c_login sString ‘or product id Int64
°identity serving String € [|°c_ewail address String ‘or return guantity Int
°sample String 2
FAILURES ORDER
‘date Date ‘o _order id Int64
EORVERSATIDN ADDTD ‘serial nwber String o customer sk inté4d
‘wav_filename String *mode 1 String *yeekday String
‘transcript String °failure Int °date Date STORE_DEPT
°swart_5_raw  Double °store Int « *store Int64
MARKE TPLACE °swart_10_raw Double ‘department String
°swart 184 raw Double
“id Int64 °smart,_188_raw Double PRODUCT_REYIEWS
°price Deciwal (8, 2] °swart 197 raw Double %id Int64
‘description String °swart 198 rav Double “text String

Figure2-ai Training Dataset Schema

2.2  Dataset & Table Descriptions
221 Table description

2.2.1.1 Liststhe highlevel dataset or tdé generated for the power training test.
2.2.2  Column Definitions

2.2.2.1 Column Name

Each column is wuniquely named. Columns that are
Primary Key. If a table uses a composite primary key, theadiovenience of reading the order of a given column in a
tablebés primary key is |listed in parentheses foll owi

2.2.2.2 Datatype
Each column employs one of the following datatyaggenerated ByDGF:

a)ol nteger 6
of 1) in the range of at leaét

me a shsll beé dble to exadtlyerepesemt INFEGER values (i.e., values in increments
TH)y®E'" ®* 1), where n is 64
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b) Decimal(d, f) means that the colurahall be able to represent decimal values up to and including d digits, of
which f shall occur to the right of the decimal place; the values can be either represented exactly or interpreted
to be in this range.

c) Char(N) means that the colurshall be able to hold any string of characters of a fixed length of N.

d) 6 d amieané that the column shall be able to express any calendar day between January 1, 1900 and Decembe
31, 2199.

e) 6 s t iisiusedtd represent text rather than numbers. It ipdsed of a set of characters that can also contain
spaces and numbers.

ff 6doubl ed means t he c¢ ol umnadsubleptedisiom ébitdldatingpoihtealue x act |

The datatypes do not correspond to any specific-Stahdard datatype. Thiefinitions are provided to highlight the
properties that are required for a particular column.

2.2.2.3 Description
Description of each column as it relates to other columns withitvdafreng tables & traininglataset
223 CUSTOMERtable

Each row in thigable represents a unique customer.

Column Datatype Relations Description

C_customer_sk integer PK Primary key for customer
c_customer _id string Customer ID
c_current_addr_sk integer Foreign key to customer address
c_first name string Customer first name

c_last name string Customer last name
c_preferred cust flag charl) Is this a preferred customer?
c_birth day integer Day of the month 1...31
c_birth_month integer Month of year 1...12
c_birth_year integer Year1930...2002
c_birth_country string Customer birth country
c_login string Login name
c_email_address string Well-formed email address

Table 2-a Customer Table Column Definitions

224  FAILUREStable
Each row in this table represents the details of specific hardware failures within a datacenter

Column Datatype Relations Description

date date Date of the event (yyyWIM-dd)

serial_number string Disk drive serial number

model string Disk drive model number

failure integer Indicates a failure for a particular hard dri
for a given date.

smart 5 raw double Parameter value for smart 5

smart 10 raw double Parameter value for smart_10

smart 184 raw double Parameter value for smart 184

smart 188 raw double Parameter value for smart 188

smart 197 raw double Parameter value for smart 197

smart 198 raw double Parameter value for smart 198

Table 2-b Table Failure Table Column Definitions

2.2.5 FINANCIAL_ACCOUNT table

Each row in this table represents a financial account customer with respective transaction limits

Column Datatype Relations Description
fa_customer_sk integer PK Foreign key to customer
FK(customer )
transaction limit decimal(8,2) Transaction limit set for the given custome
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226

227

228

229

Table 2-c Financial Account Table Columbefinitions

FINANCIAL_TRANSACTIONS table

Each row in this table represents financial transaction details for a given time.

Column Datatype Relations Description

transactiotD integer PK Transaction ID

amount double Monetary amount that was sent

IBAN string Imitation of an IBAN

sendeiD integer FK(customer )| Foreign key to financial account

receivetD string FK(customer_) Foreign key to financial account or randc
number

time datetime yyyy-MM-dd T hh:mm

LINEITEM table

Table2-a Financial Transactions Table Column Definitions

Each row in this table represents a single Lineitem for a particular order

Column Datatype Relations Description
li_order id integer FK(order_id ) Foreign key to order
li_product id integer FK(product id )| Foreign key to product
quantity integer Number of items
price Decimal(8,2) Price paid per unit
Table2-b Lineitem Table Column Definitions
MARKETPLACE table

Each row in this table represents the description of each marketplace.

Column Datatype Relations Description
Id integer Record ID
price decimal (8,2) Price ofitem
description string Product description (may include branch &
product name)
Table2-c Marketplace Table Column Definitions
ORDERtable

Each row in this table represents a single Lineitem for ldatfian order

Column Datatype Relations Description

0_order_id integer PK Unique ID for each order

0_customer_sk integer FK(customer )| Foreign key to customer

weekday string Day of week (Monday, Tuesday, etc.)

date date yyyy-MM-dd

store integer Foreign key to store_deptartment table

trip_type integer Type of shopping trip to a storethat a
customemakes

2.2.10 ORDER_RETURNSable

Each row in this table represents a single line item for an item returned

Table2-d Order Table Column Definitions

Column Datatype Relations Description

or_order_id integer FK(order_id_) | Foreign key to order

or_product_id integer FK(product_id_)| Foreign key to product

or_return_quantity integer Number of units returned (at most the or
quantity)

Table2-e Order_returns Table Column Definitions
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2.2.11

2212

2.2.13

22.14

2215

2.2.16

2217

PRODUCTtable

Each row in this table represents a unique product idtanolciation

Column Datatype Relations Description

p_product _id integer PK Unique ID for each product
name string Arbitrary product name
department string Department name

Table2-f Product Table Column Definitions

PRODUCT_RATINGtable

Each row in this table represents a line item for the rating of a product

Column Datatype Relations Description

useiD integer FK(customer_)| Represents theustomer id that rated th
product

productD integer FK(product ) | Product ID for which the rating was given

Rating integer Rating for each product

Table2-g Product Table Column Definitions

PRODUCT_REVIEWSable

Each row in this table represents a single line item for product review.

Column Datatype Relations Description
Id integer PK Represents line item of product
Text string Review texftfor corresponding product

STORE_DEPTable

Table2-h Review Table Column Definitions

Each row in this table represents a unique store and department

Column Datatype Relations Description
store integer Physical store id.
department string Name of the department

Table2-i Store_department Table Column Definitions

CUSTOMER_IMAGES_META

Each row in this table represents the identigtadataassociated with each customer

Column Datatype Relations Description

Img_filename String PK Filename corresponding to the image file

identity _serving string FK(customer_id)| Unique ID for identity that does not lea
name

sample integer Unique ID for image

Table2-j Customer_images_meta Table Column Definitions

CONVERSATION_AUDIO

Each row in this table represents the idemigtadataas®ciated with eacludio conversation

Column Datatype Relations Description

wav_filename string PK Unique ID for identity that does not leg
name

transcript string Unique ID for image

Customer images

The customer images dataset consists of varied sized .png files that contains a fixed set of identities of each customer.

Table2-k Conversation_audio Table Column Definitions

TPC Express Al (TPCGAI) StandardspecificationRevisionl1.0.1- Page21of 85



2.2.18 Audio conversations

The customeaudio conversations dataset consists of varied sized .wav files that contains conversation information of
customers.

3.1
3.1

3.1.2

32

3 DATA SCALING & POPULATION

This clause defines theest datasetpopulation and how it scales.
Scaling Model

The TPCxAl benchmark defnea s et of discrete scaling points called
produced byPDGF. The actual byte count may vary depending on individual hardware and software configurations.

The set of scale factors defined for TR&kis:
1GB,3GB, 10GB, 30GB, 100GB, 300GB, 1000GB, 3000GB, 10000GB
Where GB stands for gigabyte, defined to Fbgtes.

Comment: The TPC recognizes that additional benchmark development work is necessary to alloiv [oP<&ale
beyond a certain limit of Scale factsize.Note that scale factors greater than 10000 have not been tested by the TPC.
Please contact the TPC administrator for assistance on scale factors greater than 10000.

Scale Factor SF
1GB 1

3GB 3
10GB 10
30GB 30
100GB 100
300GB 300
1000GB 1000
3000GB 3000
10000GB 10000

Table3-aScale Factor and SF

SF refers to a scale as shown in Tabke\8here it directly corelates to the Scale Factor (in GB). It is also used in the
calculation of thePerformance Metric . (clauser.5.7)

Test sponsors may choose any scale factor from the defined series. No other scale factor may be used-far a TPCx
Result

Resultsat the different scale factors are not comparable, due to the substantially different computational challenges
found at different data volumes.

The row size information provided is an estimate and may vary from one benchmark subtniasiother depending
on the precise data base implementation that is selected. It is provided solely to assist benchmark sponsors in the sizin
of benchmark configurations.

Data Population

The data generator used is based on an extension of the PasaieGBneration FrameworPDGF). PDGF is a

parallel data generator that can produce large amounts of data for an arbitrary schema. Th&Bgistican be used

to generate the entire TP&M Test dataset PDGF handles the volume well since it can scale the size of the data based

on a scale factor. It also runs efficiently for large scale factors since it runs in parallel and can leverage large systems
dedicated for the benchmark.
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The Dataset referred in Tableb3s the approximate number of images and audio conversation files for the given scale
factor that will be part of the Test Dataset for Thaining Test.

SF 1 3 10 30 100] 300 1,000 3,000 10,004
Number of Images 70] 218 1,291 7,084 46,264 241,102 1,303,93 5,368,444  22,531,95
Number of Conversations 387 798 1,965 4,619 11,787 26,899 62,539 126,906 259,98(

Table3-b Table of number of images and audio conversations

Table Sample Row count

SF 1 3 10 30| 100 300 1,004 3,000 10,004
# Customer 70,714 145,77 358,811 843,354 2,152,03; 4,910,44 11,418,02 23,169,80 47,465,67
# Failures 49,49( 211,264 1,284,504 7,109,01 46,311,044 241,100,641 1,303,707,24D 5,368,210,96p 22,529,547,04]
# Financial Account 7,071 14,577 35,887 84,334 215,20 491,044 1,141,80. 2,316,98 4,746,56
# Financial Transactions 7,353,841 15,160,08 55,975,92 131,564,16! 447,622,24 1,276,717,00p 3,562,422,24D 7,228,980,72D  17,277,503,88
# Lineitem 23,026,666 47,449,79 175,234,69 411,922,06 1,401,367,29L  3,997,250,36B  11,153,580,84L  22,632,683,89[L  54,093,048,60}
# Marketplace 70,714 145,77 358,811 843,354 2,152,03, 4,910,44 11,418,02 23,169,80 47,465,67
# Order 3,676,95! 7,580,23 27,987,76 65,781,79 223,811,52f 638,358,24p 1,781,211,59B 3,614,490,03p 8,638,752,26
# Order Returns 1,331,62 2,751,06 10,164,25! 23,884,57 81,264,36} 231,770,348 646,721,83 1,312,338,65[ 3,136,554,33
# Product 707 1,458 3,584 8,434 21,52( 49,104 114,18 231,699 474,651
# Product Rating 120,694 317,66 851,651 2,089,62 5,775,78 14,168,18% 34,109,99 73,936,80! 156,322,86
# Review 134,34 306,117 825,28 2,024,06. 5,595,27, 13,749,261 33,112,25 71,826,41 151,890,14;
#Store department 748 748 952 1,224 2,174 4,014 8,432 16,454 32,98(

Table 3¢ shows the approximate humber of rows generated for each of the tables when the Parallel Data Generation
Framework is given an input scale factor. The table files will be part of the Test Dataset for the Training Test.

Table3-c Table of Rows
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4.1

4.2

43

4 USE CASE SUMMARY

Summary of the Logical Al data science pipeline

This section summarizes a high level description of the data science pipeline for each use case after the dataset is
generated and loaded on to persistent storage. Each use case lists the goal, design criteria and input tables. The figure
show the logicaktages that show the key preprocessing, training and serving stages for each use case. The actual
implementation in the benchmark run and the order in which the training and serving tests run will differ.

Use case 1 Customer Segmentation

The Customeregmentation (UC1)se casés designed to emulate the data science pipeline to find clusters of customers
based on aggregate features where the customers are grouped based on their spending behavior. It involves creatin
subgroups of customers based onilsintraits. The input in thisise caseonsists of order and return transaction data

from a retail busines3heuse caseaises Tables Customer, Order, Lineitem and Order_retRefsr to Figure &

K-means clusteringalgorithm is used to derive the optim number of clusters and understand the underlying
customer segments based on the data provided. Clustering is an unsupeacisiee learningtechnique, where there
are no defined dependent and independent variables, i.e. the training samples aleduiilabgattern in the data is
used to identify and group similar observations.

The outpuffor use casel comprises of 4 distinct cluster centers.

oEliminate
duplicates

wremove nulls

wlabel used for means clusterin

training is
uGenerate mode

Preprocessin

Figure4-aUse case logical data science pipeline

Use case 2 Customer Conversation Transcription

The customer conversation transcription (UG} casés designed to emulate translating customer audio conversations

to text. Usually and if not explicitly forbidgh by the customer, customer calls are recorded. To index and classify the
conversations it is necessary to transcribe them. Human transcription is costly; therefore an automatic system can be
used to generate the transcriptions. Thge casaepresent&n automatic transcription of given customer calls. The

input is a set of audio recordings of customer calls. Data acquisition consists of loading conversation data, transformation
of data involves resampling audio to 16kHz, calculating Mel Frequencyr@e@sefficients (MFCC) from raw audio,
transforming labels to encoded sequences and then finally training a deep neural net model on the MFCC features.

Deepspeech is an open source Spaecrext engine using a model trained by machine learning technimpsesl on
the Deep Speech research paper by Baitloe core of the engine is a recurrent neural network (RNN) trained to ingest
speech spectrograms and generate English text transcriptions.

8 ) -
Deepspeech: Scaling up efid-end speechecognition
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4.4

uload
conversation
data

Preprocessing Serving
ugenerate
transcription
from audio

wCompute Word
Error Rate

WIrain Deep
Neural net
model (UCO02)

wResample
aralculate MFCC
airansform labels

Data
Aquisition

Figure4-b Use case 2 logical data pipeline

Use Case 3 Sales Forecasting

The sales forecasting (UC33e casés designed to emulate weekly sales forecasting for up to 1 year for each department
and each store given a limited history of sales datse input tables are orders, product, Lineitem and
store_departmenfllso included in the dataset are markdown ewethiat might affect the sales of some
departments.Each store of a retail chain with multiple stores has limited history of sales data. The retail chain has
multiple stores, and each store has multiple departments, such as jewelry, toys, office dugpleesaccessories,

wForecast
Sales for 1
year

Preprocessing

wAggregate
weekly
sales

wCompute
accuracy

wTrain mode
(UCO03)

wlLoad and
join tables

Data
Aquisition

Training

Figure4-c Use case 3 data science pipeline

among others. These caseaises the tableSrder, Lineitem, Product and Store_department

The acronym ARIMA stands for AuniBegressive Integrated Moving Average. The multiple regression model ARIMA
forecasts the weekly sales using raeir combination of predictors like the past values of weekly sales. The term
autoregression indicates that it is a regression of the weekly sales against itself. In theisas=sd3, there is an
aspect of seasonality within the dataset and as staihing an SARIMA (seasonal ARIMA) model further helps
accurately forecast the weekly sales.

TPC Express Al (TPCGAI) StandardspecificationRevisionl1.0.1- Page25 of 85



4.5

4.6

Use Case 4 Spam Detection

The Spam Detection (UC4ise cases designed to emulate detection of spam content given a set of input comments,
reviews, or descriptions in the context of a retail setting. has long been a common production use case. The data scienc
pipeline tries to idntify reviews that are spam. A Naive Bayes model is trained and used to generate an accurate set of
predictions. Naive Bayes methods are a set of supervi
finai veo assumpt iependercd betwaem elént paioof faatures given the value of the class variable.
The output is aarray of predictions with reviews that are marked either as spam or trutbéutase 4 uses the Reviews

table.

wlransform text

Preprocessing Serving

uload product samples to uMathews
reviews «Eliminate ngrams & apredict if given correlation
duplicates vectors. Fit views contain coefficient

model

Figure4-d Use Case 4 Data Science Pipeline

spam

Data q

Use case 5 Price Prediction

The price prediction (UC5)se caseemulates the data science pipeline to suggest or predict a price of a retail item
based on its brand, product name, and description on an amitk@tplace. All the input features in the dataset are user
generated. The product description does not shiywolvious structure and describes the product in detsdl.casé

uses the Marketplace table as input.

wEliminate

Juol wPredict
uplicates wGenerate the price wprediction
wremove nulls model of items quality -

Figure4-e Use case 5 Data Science Pipeline

Use case 5 uses an RNN (Recurrent Neural Network) miedelurrenNeural networksre a powerful set of artificial

neural network algorithms espeltyauseful for processing sequential data such as sound, time series (sensor) data or
written natural languagdRkecurrent models include the hidden state that determined the previous classification in a
series. In each subsequent step, that hidden smteimibi ned wi th the new stepds i np

a) a new hidden state
b) a new classification
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4.7

4.8

oload user product
ratings

oDrop duplicates
Acquisition

Use Case 6 Hardware failure

The hardware failure (UCtise @seis designed to emulate the data science pipeline that predicts and warns of impeding
failures of hardware in advance. This is based on datéogedollected for every drive. The input is logs of hardware
events. Data is praggregated per day and tbg records contain events, component IDs, date and faillinesnodel

will predict if component failure is imminendif each set of, previously unseen, log enttise casel uses the Failures
Table.

wEliminate wPredict

duplicates wGenerate Failure rate wCompute F
wremove null model score

Preprocessin Serving

Figure4-f Use case 6 Data Science Pipeline

SupportVector machineéSVMs) arerobust supervised learningmodels with associated learniatgorithmsthat
analyze data foclassificationandregression analysisA supportvector machine constructshgperplaneor set of

hyperplanes in high- or infinite-dimensional space, which can be usedfassificationand predictiong.

Use case 7 Product Rating

One of the biggest challenges faced by the retail industry is generating accurate marketing based on available history of
information. In other words, how to accurately inform the customer of products that are avai@bpegoduct rating

(UC7) is designed to emulate a data science pipeline for a recommender system that one would typically find in an
online retail environment. The starting point is the shopping history of the customers and more important their rating of
historically purchased products. This rating history will be used to train a recommender system that, upon being trained,
is able to recommend products that the customer might also be interested gas€ uses the Product_Rating table,

apredict rating for
the given user
product pairs

( Preprocessing

wlransform triples
into appropriate
format

axompute Mean
absolute error

wPerform matrix
facotrization.
wlrain ModelUCO07

Figured-g Use case 7 Data Science Pipeline

The method ofeast squareis a standard approachriegression analysts approximate the solution oferdéermined
systemdiy minimizing the sum of the squares of the residuals made in the results of every single efjtatiaiing
Least SquaresALS) used inuse cas& minimizestwo loss functions alternativelyt first holdsthe user matrix fixed

9 https://en.wikipedia.org/wiki/Suppeviector_machine
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and runs gradient descentinimizing the sum of the squaresith theitem matrix; then it holdgheitem matrix fixed
and runs gradient descent with user matkiternating between the two steps guarantees reduction of the costifiunctio
until convergence.
49  Use case 8 Classification of Trips
Customer shopping trips most often can be classified into different types of trips by thstoe¢sil The underlying
assumption is that different trip types have different characteristics and patterns that make them unique. For instance, a
weekly trip for grocery shopping would have different data associated with a holiday compared to a Cétigpipiag
trip. Use CaseB (Classification of trips) is designed to emulate training a classifier usinglabgled data set, i.e. a
data set already containing said trip types, of shopping transactions and then predict the future trip. This prattiction co

be used in many ways, from tailoring promotional material to customers, marketing activities, placing products in key
departments based on the trip type and historical transactions.

( Preprocessing Serving
wCompute
oboad transaction oClean data wl’}r&)nsModel for upredict Trip type, g?:lfr'gg?t'on
logs oExtract features given shopping
«Perform Joins (binarize sessions
categorical » ]
Data values) Training Scoring
Acquisition wAggregate items
bought

Figure4-h Use case 8 Data Science Pipeline

4.10 Use case 9 Facial recognition

The Facial recognitionse cas€UC9) is designed to emulate an end to end facial recognition data science pipeline.
Thisuse casédentifies frequentustomer®r other persons of interest by training a classifier that recognizes previously
seen faces. The data acquisition includes loattietadataas well as importing images using paths fromntie¢adata

The images contain customer faces. The name of the customers is encoded and images aligned based on facial feature
The image resolution is changed to fin@e a prerained embedding.

Al ogistic regression model i s tr ai dembeddingis trdated fer alignedd d i n
faces. Finally, the logistic regression model is used to recognize the face and identify the name for the image.

wLoad images
wLoadmetadata

Data
Acquisition

— Preprocessing

wname encoding
wAligning images
wchange resolution

wfinetune pretrained
embedding

wTrain logistic

regression model for

uco9

wRecognize the face toja
customer name

Figure4-i Use case 9 Data Science Pipeline

wCompute accuracy
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4,11 Use case 10 Fraud Detection

The Fraud detectionse cas€UC1) is designetb emulate whether a financial transaction is a normal transaction or a
fraudulent transaction. The input in thise caseonsists of financial transactions in a retail business. The problem to
be solved is to identify transactions that are fraudulengidtic regression is a linear model for classification that is
trained for thisuse casel ogistic regression uses a logistic model that is used to model the probability of a certain class

wload Financial
account, financi
transaction

aperform Joins

wCompute
classification

opredict if given

— Preprocessing

wl'rain model for

oflean data uC10 transaction is Accuracy
aCalculate fraudulent
Relative $

amounts
D"’_‘t‘_i_ uCalculate hour o
A Acquisition normalzed day

Figure4-j Use case 10 Data Science Pipeline

or event existing such as a pass/fail or win/lose. This can bedextéo model several classes of events. In the case of
use casd0, the model tried to identify transactions that are fraudulent out of the input dateseutput is an array
of predictions (predicted class label per sample).
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5 BENCHMARKKIT CONTENT AND DEVELOPMENT

5.1 Benchmark Kit

This clause defines TPl Kit contents, its workload execution process, allowed modification by the test sponsor,
and contents of the rueport. The TPCxAI kit provides fully integrated benchmark and driver softsvio run orthe
SUT.

5.1.1  Kit Contents
The TPCxAI kit contains the following:

a) TPCxAI Specification document.

b) TPCxAI Users Guide (README.md) documentation.

c) Configuration files to adapt important parameters to the SUT.

d) Scripts which control thbenchmarking execution.

e) A driver that implements the higlvel run logic, time measurement aRdsult computation

f) A set of scripts which are called by the driver to perform benchmark and Use Case operations.

g) A set of scripts to automaResult verification, checks ofResult cardinality andeport generation.

h) A set of scriptslefined by the TP@ build parts of the kit that are not prebuilt for the user.

i) A set of scripts and notes to provide guidance and reference for the setup of execution environments

5.2 Kit Usage for a compliantResult

5.2.1  To submit a compliant TPGAI Result, theTest Sponsoris required to use the TP@GX kit as outlined in the TPGx
Al Users Guide (README.md) with the following two exceptions:

I The setting of Kit Parameter files specified in Clause
I Test Sponsor Kit Modifications explicitly allowed by Clause 5.6.

5.2.2 Ifthere is a conflict beveen the TPGAI Specification and the TPCAI kit, the TPCxAI kit implementation prevails.

53 Kit Run report
The output of the TPCGAI kit is called the rurreport which includes the following:

1 Version number of the TPEAI kit.

1 The inputparameters used to run the benchmark.

9 The output of the successfully completed Validation test.

1 The start, end and total elapsed times of the 6 tests (Clause 7.3) Besatimark Run (i.e. Load Test, Power
Training Test, Power Serving Test |, Power Ssgviest Il, Scoring Test and Throughput Test).

I The computed TPGRI Secondary Metrics (Clausg5.2 for the Benchmark Run.

1 The final performance metric for the bentdrk run.

1 Whether the run is considered valid (i.e. all phases were executed successfully, and all quality metric threshold
conditions, as specified in clais8.10.3 were met)

5.4  Kit Parameter settings

5.4.1  The following files and control the kit parameters that may be set byetsiesSponsor

a) Generic Benchmark parameters defined in Appendix B
b) Only the use case specifiparameters defined ippendix Ccan bechanged. All other parameters cannot
be changed.

Comment: Global parameters are engine specific. TEs¢ Sponsorcan set their own parameters and must disclose as
part of FDR. For example, when using the Apache Spark execution engine, the Test Sporsmmfigame generic
parameters, such as the number of tasks used to run one ousecrasesthe distribution of those tasks across the
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5.5

5.5.1

552

553

5.6
5.6.1

562

5.6.3

5.64

565

nodes of the cluster, the amount of compute resources allocated for each task, compression algorithms, and serialize
interfaces, among others.

Benchmark Kit

Prior to donatingany nodifications to an existing TPCAI release kit, a CLA must be in plaeed provided by the
sponsor.

The draft kit andcompute softwaremust be reviewed by the TP@{ subcommittee during the review process where
the subcommittee decides the validity of the software stack that can be used for publications.

Comment: If the draft kit contains commercially available libraries that perform the same function as in6cRalise
the libraries will need to meet the pricing criteria as listedhim pricing specification. The test sponsor will be
responsible for support or cgetsupportpriced froma third party.

Benchmark Kit Modifications

For kit changes or modifications other than those allowed by Cadaey TPC Member, company or individual may
bring forward proposed kit changes to the TROxBenchmark Subcommittee. There are two methods of bringing
forward these proposed kit changes:

a) Direct Mehodi A TPC Member, company, or individual may propose kit changes directly to the-APCx
Subcommittee.

b) Indirect Methodi If the TPC Member, company, or individual wishes to remain anonymous thi@tCa
Certified Auditor can be used as an intermediaryrtieract with the TPGAI Subcommittee.

Regardless of which method is used, the individual that will be interacting with the APExbcommittee becomes
the Change Sponsor.

Test Sponsor modifications to the provided scripts and configuration files inRBe-Al kit to facilitate system,
platform and=ramework differences are allowed without TPC approval. The allowed Test Sponsor Modifications are
as follows:

a) Script changes necessary for the kit scripts to execute on a particular Operating Systemy phetfaimes
or compute service as long as the changes do not alter the execution logic of the script.

b) Use casepecific optimizatiorFramework parameters can be set for the configuration parameters Appendix
B only

General guidelines used by the subcommaittereview Kit changes include but are not limited to:

a) perform the same function asdtause6.3.1

b) The same input data must be used

c) To the extent that the newafnework accepts similar parameters to existing frameworks (number of iterations,
number of clusters, regularization parameters), the values for these parameters should be similar to those used
for existing frameworks. If there is a need for the paramgidys different there must be sufficient technical
justification provided.

d) If a differentcompute softwareis used, theompute softwareshould be initialized using techniques that are
comparable to the existincbompute software(e.g. for clustering, a nelwramework should use the same
random initialization approach).

General guidelines used by the subcommittee to reai@incorporate new or different versions of fheCx-Al list
of Compute softwarethat are unsupported and matlidated or approved by the TPC

a) New ordifferent versions of theompute softwarelibraries and frameworks are intended to be used as part
of the Kit (driver) can be used as long as it does not improve the performance of the SUT.

b) The new or different version should provide the same functionality as the previous appoovedte
software versionsthat are part of the existing benchmark kit

c) The new or different version of tHeompute Software libraries and frameworks are not commercially
available and do not meet the requirements set forth by the pricing specification.
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d) The newcompute sdtware should be capable of reporting the same accuracy/evaluation metscerg
precision, etc.) as existing MErameworks and these metrics must meet or be better than the accuracy of the
earliercompute softwareused in the comparison.

Comment An exampleof a library that could be considered to be part of the approverblidtl be a schedular that
works with python to distribute execution of the data pipeline on multiple nodes.

Comment An example of a software library that would not be considered to be part of the approved list could be
replacing an older library (part ¢iie approved list) with a newer one that would improve the performance of the kit
such that it would not meet the performance requirements for minor kit modifications.

5.6.6  No modifications are allowed to the Bash scripts, Java code or the Python code pirotheésdPCxAl kit.
5.6.7 No JAR file optimizers are allowed to be used.

5.6.8  Any kit modifications not specified in ClauSetor clausés.6must be brought forward to the Subcommittee as specified
in Clauses.6

5.6.9 Adding support for a new Framewook data science pipeline solutionust be brought forward to ti&ibcommittee
as specified in Clause 6.5

5.6.10 Theuse casemplementations included in TPE&X usemachine learning software to solve problemblachine
learning software applications and techniques often involve random number generation that might result in slight
variations in their final answer. Therefore, doing an exact comparison with a known fixed aasigenot practical
and some other criteria must be applied to determine whether modifications are yRaldiitgthat should be
considered comparable. There are two general categories of changes that could impectitielearning
pipeline inthe TPCx-AI Kkit:

a) Changes to the ver si onnachmeleaenmgirarya(foriexamplecafnewtvérson S U T €
of the Spark MLLib library) without any changes to kit itself. The concern in this case is that a new version
of the machine learninglibrary could make a different tradeoff in accuracy vs performance compared to
earlier versions. The following criteria will be applied to evaluate wh&hsultsusing a new library version
should be comparable to previoRssults

1 Resultsusing the ne library version must be generated without any changes to code or parameters in the kit

1 There can be no changes to the input @aga thenumber of clusters fok-means algorithm initialization
parameters including seeds for any random initializati@gularization parameters for classification
algorithms, etc.

b) Introduction of hewmachine learning Frameworks (not just new versions of the previously supported
framework) may require actual changes in the kit code or parameters. This case is maotigesuhjéthe
general guidelines for considering results from a newHvimework to be comparable are:

The same input data must be used

To the extent that the new framework accepts similar parameters to existing frameworks (number of
iterations, number aflusters, regularization parameters), the values for these parameters should be similar
to those used for existing frameworks. If there is a need for the parameters to be different there must be
sufficient technical justification provided.

1 The newFramework should be initialized using techniques that are comparable to the existing
Framework (e.g. for clustering the nelaramework should use the same random initialization approach).

5.6.11 Classification of Major, Minor and Third Tier Kit Modifications

It is necessary to ensure that the kit remains in sync with fast changing industry and technology landscape. The
guidelines below illustrate the current structure of the Kit and help the Subcommittee to decide in a timely manner when
evaluating a change propdsa@hese guidelines will help the Subcommittee do its due diligence and use its discretion

to classify and process the change proposals. Maodifications to the kit are divided into three types that follow the
Revision classifications defined in the TPC Bigl. They are:

a) Major Kit Modifications
b) Minor Kit Modifications
c) Third Tier Kit Modifications
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5.6.12  Major Kit Modifications:

Major Kit Modifications result in a significant change to thee Casesr intent of the TPGAI Benchmark as to make
Resultsfrom the rew version norcomparable with th&®esultsof the current TPGAI version.

These are a few examples of Major Kit Modifications:
a) additions, deletions, and modifications ttJae Case
b) changes to 8rimaryBenchmark Metric
c) changes which may alter the refereRasult set
d) changes made to run rules and Benchmark execution process
e) Maximum number of iterations
f) Learning rate

5.6.13 Minor Kit Modifications:

Minor Kit Modifications do not significantly alter the refererResult set, theprimary benchmark metrics, or thse
Case Resultsare still comparable to the prior version. A few examples of Minor Kit changes:

a) Addition of a newFramework support (e.g. Pytorch)

b) bug fixes throughout the entire kit

c) optimizations to the Framework sjifézcode

d) feature additions to Benchmark Driver

e) modifications to configuration parameter files

f) referenceResultset changes due to bug fixes

g) Framework feature support (or enhancements)

h) updates to independent library files

i) changes to the Datg ener at or to support features and bugf
characteristics of the datasets that are generated

i) Additions or changes to TPE&X approved list of software or libraries as specified in 5.6.5

5.6.14 Third Tier Kit Modifications:

Third Tier Kit Modifications are those changes that clarify some confusing or ambiguous area of the kit, but do not alter
the benchmark kit code or thise CasesResultsare still comparable to the prior versidm example ofa Third Tier
changes:

a) changs in documentation

5.6.15 Simple Review of Kit Modifications

5.6.15.1 For Third Tier (Clausé.6.14 or Minor kit (Clause5.6.13 modifications, the Change Sponsor shall present the
proposed changes the Subcommittee. The Subcommittee through its normal course of business will review the
proposed changes, make the appropriate kit changes and bring forward the changes to the Council as a new revisiol
of the TPCxAI Benchmark.

5.6.15.2 If the proposed changeseasignificant, the Subcommittee may require that the Change Sponsor follow the Formal
Review Process defined in Clausé.17and Claus&.6.18

5.6.16 Formal Review of Kit Modifications

For Major (Clausé.6.12 kit Modifications, at the requé to the Subcommittee or if the Change Sponsor so desires,
the Change Sponsor shall adhere to the following Formal Review Process.

5.6.17 Formal Proposal of Kit Modifications

5.6.17.1 Step 1: The Change Sponsor must submit to the chair of the-APSuxbcommittee the ftdwing information:
a) The proposed code changes or reamework code or model
b) The reason for proposing the changes
c) Result set from the proposed changes
d) Complete source code access if the proposed change prototype is available
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Comment: To facilitate decisiamaking process change sponsor may provide hardware and software required to
validate and review the proposed changes.

5.6.17.2 Step 2: The chair of the TPGX Subcommittee will add a discussion of the proposed changes to the agenda of the

nextSubcommittee meeting that can be attended by the Change Sponsor.

5.6.17.3 Step 3: The Change Sponsor will present the proposed changes to thé&T®ahcommittee.

5.6.17.4 Step 4: The TPGAI Subcommittee will vote on one of three courses of action for the proposed changes

a) Reject the proposed changes.
b) Review the proposed changes as a Minor Kit Modification.
c) Review the proposed changes as a Major Kit Modification.

5.6.17.5 If the proposed changes are rejected, no further action is necessary. Otherwise, the proposed changedyimmedi

5.6.18

5.6.19

5.6.20

5.7

enter a Proposed Change Review period.

Formal Review of Proposed Major Kit Modificatioh#Approximately twelveveek review period.

If the proposed changes were voted to be a Major Kit Modification, then the Subcommittee chair will select at least
three members of the Subcommittee to act as primary reviewers of the proposed changes. The Subcommittee chair will
also determine the length of the review period and communicate the due date to the primary reviewers and to the
Subcommittee. The primary riewers' job is to examine and test the proposed changes. The primary reviewers are to
give their recommendation to the Subcommittee no later than the due date set by the Subcommittee chair which is
approximately twelve weeks.

Formal Review of Proposed Min&it Modification i Approximately sixweek review period

If the proposed changes were voted to be a Minor Kit Modification, then the Subcommittee chair will select at least two
members of the&ommitteeto act as primary reviewers of the proposed chanfdse pr i mary Tr evi e we
examine and test the proposed changes. The primary reviewers are to give their recommendation to the committee nc
more than six weeks later.

Formal Review by Subcommittee

Once the review period ends and the primary regievinave given their recommendations, the subcommittee will vote
on whether to accept the proposed changes into the-APBanchmark Kkit.

If the changes are accepted, then the changes will be added to the Kkit.

Kit Validation

Before any kit can be subrtetl for approval as a new revision of the TP&ABenchmark Standard, all changes must
pass the selfalidation tests in the Kkit.
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6.1

6.1.1

6.1.2
6.1.2.1

6.1.2.2

6.1.2.3

6.1.2.4

6.1.25
6.1.2.6

6.1.2.7

6 SYSTEM UNDER TEST (SUT)
Logical Breakdown of System Under Test

The tested andeportedconfiguratiors are composed of the hardware and software components that are employed in
the TPCxAI benchmarkunwhose cost and performance are described by the benchmark metrics.

System Under Testonsists of:

Hardware components that can be baetal, virtual machinesrovirtual instancesExamples include compute,
storage and networking componentdicensed compute services (LCS)

Compute Software Compute software runs onthe hardware andr Licensed Compute Servicesneeded to
communicate with user interfackevices androviding required software capabilities to successfully execute the
benchmark.

Data Storage Software: Data Storage software runs on Data Storage hardware providing required software to create.
store, and access input, output, intermediatetemg data during the benchmark execution.

Devices in addition to listed above used in&éT, for example compute devices and/or data storage devices, for e.g.
FPGA, Accelerator appliance, Accelerator cards, compressioomaddrds, encryption aduh cads etc. and their
supporting software stack, device driver software, {ifugpftware.

Any hardware and software devices of all networks required to connect and sup@uithgstems

Device running benchmark driver hardware and software resides paratgesystem facilitating the execution of the
benchmark, without interfering and influencing 88 T. This device is not part of tH&UT and contains necessary
SW and configuration to interact with t&&JT and can be in form of Desktop, Notebook, or av8e

The figures below show example models of the target $igilire 6a represents a single node SUT configuration.

Benchmark Driver, Commercially

open source Available Software SUT
libraries TPCxAI (libraries,
approved Sftware frameworks) KIT

Operating System/ container platforms/VMs

Hardware Components

Figure6-a Single SUT Configuration

Driver
|

| | | | |
Worker Worker Worker Worker
Node Node Node Node

Figure6-b ClusteredSUT Configuration
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6.1.2.8 Figure 6b represents a typical clustered SUT configuration where the driver and workeremm@sent the hardware
and compute software awd licensed compute software needed to run the benchmark.

6.2  Commercially Available Products

Except for the TPGAI benchmark drivesoftware andrPCx-Al approved list of compute libraries needed to run the
benchmark, alBUT components must b@ommercially Available Products. The source code of any nraommercially
available products used to implement 8idT (including but not limited to scripts used to install, configure and tune the
SUT) must be disclosed.

6.3 Benchmark driver & compute software and libraries
The following constitute the software that is part of the Benchmar&ri<iCompute Software that is part of th&UT.

6.3.1  Benchmark kit or driver software needed to run the benchmarkoagsin the figure$-a and 6b above will not be
priced.

6.3.2  All software libraries and frameworks used as part ofdcbmpute software(clause6.1.2.9 are part of th&UT.

6.3.3  The TPCxAl subcommittee will maintain a list afPCx-Al approved list of compute software (including version)
as allowable software to be used for the purposes of bar&hpublications where the pricing specification may not
apply. They may be considered as part of the FRCenchmark driver software and not the SUT.

6.3.4 The TPCx-Al approved list of compute softwarelibraries listed by the TPGAI subcommittee will have den
validated for a specific version of the release kit and the subcommittee shall vote in new items on that listgcBuse

6.4  Data Redundancy Requirement

The following clauses describe requirBdta Redundancycharacteristics of thBUT. The failures described are not
induced during the benchmark Execution.

6.4.1 Durable Medium: A durable medium that is either:

a) An inherently norvolatile medium (e.g., magnetic disk, magn tape, optical disk, solid state disk, Phase
Change Memory, or technology, similar to Phase Change Memory. etc.)or

b) A volatile medium with its own selfontained power supply that will retain and permit the transfer of data,
before any data is lost, &m inherently notvolatile medium after the failure of external power.

6.4.2 TheSystem Under Testust be configured to satisfy the requirement®fata Redundancydescribed in this clause.
Data Redundancyis demonstrated by tH&UT being able to maintain opegtions with full data access during and after
the permanent irrecoverable failure of any single storage Medium containing tables, input, output,
or Metadata (including Master Node/Name NodeéMetadata [where present)).

Comment A configured and priced Unterruptible Power Supply (UPS) is not considered external power.

Comment DRAM can be considered a durable storage medium if it can preserve data long enough to satisfy the
requirement (b) above. For example, if memory is accompanied by an Uninterrioiiode Supply, and the contents

of memory can be transferred to an inherently-nolatile medium during the failure, then the memory is considered
durable. Note that no distinction is made between main memory and memory performing similar permanent or
temporary data storage in other parts of the system (e.g., disk controller caches).
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6.4.3
6.4.3.1

Data Redundancy Reporting Requirements

The test sponsor must guarantee that the test system will nahéBest datasetused for all the benchmark runs
due to a permanent irrecoverable failure of any single durable medilsm.casexecution is not permitted to fail
and no data can be lost in the presence of a single durable medium failure. This requirement appDesatolall
Medium containing TPGAI data (e.g.,Test dataset serving and scoring datasets including table ddtiadata
(includes Master Node/Name NodeMetadata [where presenf]Undo/Redo Log data [where present], and
itemporary dat adhis[requiremerd algo applesto any benchmesd casaesults(output data)
stored on the SUT.

6.4.3.2 ForHDFS file systemgproviding redundancy via-@&ay replication, erasure coding, etc.:

6433

6434

Provide areport showing data resiliency. For example, witbFSt hi s can be done by r

ibl oc k s 0.-dufshhdof sa nddf sjetPdidyp ae¢ & / 0. When TPCxAIl Bench

report will automatically be generated at the end of eactchmark run.

f For3way replication, the fidefault repleipdatciadre df dod
should be zero.

1 For erasure coding, th&uditor must verify that the codec, node_count, and parity settings results in
redundancy at lesh equivalent to 3vay replication.

Comment: Typically this wildl be ac-erasorecloidseide do | oy kv egrrio
num_parity blocks O3 and node_count Qudtormaynekdt a_b
to perform aradditional, implementation specific review.

Fordistributed file systems other theDFS, like traditional JBOD, redundancy must be proved byTtast sponsor

They must provide a description of the data redundancy approach describirftatoMiare and software used to
achieve the data redundancy and explain why it is at least equivalent to the data redundancy provided by traditional
localkJBOD storage antiDFS replication factor of 3.

Comment If stored in a distributed filesysterfiest DaasetInput Data, Metastore Data and Output Data must be set
to at least an equivaleof replication factor three foHDFS on JBOD. NonHDFS distributed file systems must
demonstrate data redundancy equivalent to using replication factor thi&d-B

For SUT components NOT using a distributed file system sudHDdsS, but running on a single node SUT that
provide redundancy vialdigh Availability System:
a) The test sponsor needs to provideeport that explains the configuration in sufficient detailsttisfy the
Auditor /PPB that outlines the use of distinct durable mediums for the individual service instancé$Asthe

b) While encouraged, there is no requirement for triple redundancy for this class of data.

Comment A single durable medium failureoald take down a service instance in H&S but continued
execution would be guaranteed by the existence of a secondary service instance using a distinct durable
medium.

Comment: For consistency with the distributed file system model, no explicitdestdessarily required.

¢) The solution must guarantee uninterrupted access to the data on durable medium when a single Durable Media
failure occurs.

d) The test sponsor must providesgort from a system tool detailing the media redundancy hardware/seftwar
configuration to the satisfaction of theuditor/PPB (e.g., aeport showing that RAID5 or RAID-10 is
used).

Comment: Roll-forward recovery from an archive dataset copy (e.g., a copy taken prior to the run)ndoi®edo
logdata is not acceptable as the recovery mechanism in
Afcontr ol poindismt sdicomtse stefnctyhe® dataset taken during

Comment: For consistency with the distributed file system model, no explicit test is necessarily required.

Comment: Use Case executiomay not fail due to a permanent iroerable failure of any single durable medium
containing TPCxAl data. However, medium failures are not allowed during benchmark runs to be considered valid
(e.g., to avoid the possibility of higher performance wheva$ replication degrades inteviZay replication on medium
failure).
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Comment: At the heart of this requirement is handling the failure of any single durable media for consistency with
other TPC benchmarks. For distributed file systems, WHi&S 2-way replication would have satisfied the #paf

this requirementiDFS deployments using-@ay replication were the norm (both for redundancy and for performance).
Consequently, while the requirement mandates handling only a single point of failure, solutions using distributed file
systems additinally require equivalence tevgay replication.
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7.1

7.1.1

7.1.2

7.2

7.2.1

7.2.2
7.23

724

7.2.5

7.2.6

727

7 EXECUTION RULES AND PERFORMANCE METRICS
Benchmark Execution

A Benchmark Execution is defined as a Validation test (Cl@uBefollowed by theBenchmark Run that consists of
6 tests.

The Test sponsor runs the following scripts, in the order as they are presented

a) TPCxAl_Validation.sh
b) TPCxAI_Benchmarkrun.sh

No part of theSUT may be restarted during the Benchmark Execution. If there is-aeconerable error reported by

any of the applications, operating system, or hardware in any of the tests {Claisar between validation and
benchmark runs, the run is considered invalid. If a recoverable error is detected in any of the tests and is automatically
dealt with or corrected by applications, operating system, or hardware, then the run is considered valid provided the
run meets all other requirements. However, manual intervention blegteSponsoris not allowed. If a recoverable

error requires manual intervention to dealhnot correct, then the run is considered invalid.

The sponsor may choose to use a different default user configuration file just for the validation test if they choose to
do so.

Validation Test

The Validation test performs data generation, data load, power training test, power serving test, and scoring test with
scale factor 1 to performResultvalidation against the referenBesult set in the kit . Validation test ensures that the
setup usetby the Test Sponsor to produce the publication are comparable to the refResntiset generated.

The validationResultset for SF1 is the referenBesult used to validate thBUT for result correctness.

The intent ofResult validation is to valida all theuse caseagainst SF1 and compare it against the referBeseilt
set packaged with the benchmark kit. This is exercised againSitiiebefore the Benchmark Run as partSiyT
Validation Test.

Populate th&&UT with SF1 dataset and schema infatian.

Execute theise casessing same standard parameters as will be used by the benchmark run. Vegifpthgenerated
by the driver by comparing the output to the referdResult set.

Result VValidation Process is defined in TP@%_Validation.sh script and the generategort shall state that the
output of scoring ishe samer better than the reference accuracy metrics fanssdlcases

The Validationsteps are provided below:

 ENGINE_VALDATION_DATAGENERATION This phase as defined in TP®%_Validation.sh generates a
dataset at a fixed scale factor of 1 (SF1).

 ENGINE_VALIDATION_LOAD_TESDuring this phase, as defined in TREk Validation.sh the data generated
will be loaded into theifial location from where they will be eventually accessed to execute each one of subsequent
Performance Tests(Clause7.3.1).

I ENGINE_VALIDATION_POWER_TRAINING_TE®Uring this phase as defined in TR8k Validation.sh, all

usecase training phase wil/ be run in sequence and th
I ENGINE_VALIDATION_POWER_SERVING_TES®ITiring this phase adefined in TPCxAl_Validation.sh, all
usecase€8 serving phase wil!/| be run in sequence and the

9 ENGINE_VALIDATION_RESULT_VALIDATIONDuring this automated phase as defined in TPCx
Al_Validation.sh, the benchmark driver compares the accuracy results froge athseagainst a known reference
result packaged with the kit.
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7.2.8  The elapsed time for Validation Test is not included as ga&enchmark Metric calculation.
7.2.9 The elapsed time for Validation Test is not counted as part of Benchmark Execution.

7.2.10 For all other scale factors, used in the Benchmark Run, the benchmark driver at the end of the benchmark performs
output validation checkindpr the presence of output data from power test and throughput test in order to qualify
successful benchmark execution.

7.2.11 Output data for Validation test to be verified:
7.2.11.1 The training phase of eacise casdas generated a model file successfully
7.2.11.2 The modéfile for eachuse casés used to conduct the serving test for theg casesuccessfully

7.2.11.3 The model file for eachse cases also used to conduct the scoring tests forubatcase
7.2.12  Softwarelibrary versions for althelibraries useds part of the 8T must be listeek.g. python, spark etc.

7.2.13 Software library versions for TPkl approved compute libraries are definadAppendix Fand must be used in the
ResultvalidationThe audit will check for authenticity & versions of the libaries used.

73 Benchmark Run

7.3.1 Al TPCx-Al tests are initiated by the TP&@X master scripts which can be executed from any of the nodes &Uthe
The tests are listed below:

a) Load Test

b) Power Training Test
c) Power Serving Test |
d) Power Serving Test Il
e) ScoringTest

f)  ThroughpufTest

7.3.2  Avalid run consists of 6 separate tests run sequentially. These tests may not overlap in their execution times. For
example, the start of Power Serving Test | may not begin until Power Training Test is complete, the start of Power
Serving Test Il mganot begin until Power Serving Test | is complete, etc.

7.3.3 TheTest Sponsorsets the Benchmark Driver Parameters used during the tests are per Appendix B.

7.3.4  The elapsed time for each test in Clads1must be reported. However, the elapsed time of the Scoring test will not
be considered for the computation of the final performance metric. Instead, the results of the Scoring test are used to
determine whether tHeerformance Testwas a successful one based on whether the thresholds of the quality metrics
for eachuse casavere met or not.

7.3.5 ParameterBENCHMARK_STARAandBENCHMARK_STOI#h the RunReport determine the overall elapsed time for
the Performance Test

7.3.6 Data Generation

7.3.6.1 The process of usir@DGF to create the data in a format suitable for presentation to the load f&IDiBF generates
different types of data, including images, audio, andlesed flat filesSPDGF generates data to local file systems in
the SUT from where they cdre loadedo afile systemto beusedas part of théJse Casegxecution.

73.7 LoadTest

7.3.7.1 The processof copying the input dataset files to the final location from where they will be eventually accessed to
execute each one of the subsequent benchmark phases (Chdsis known as the Load Test. The Load Test may
consistof an optional data relocation or data preparationghas
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7.3.7.2 The location of thé®DGF output is different from the final Dataset Locatiamd sathe data must be copied into the
final Dataset Location. This phase is timed and contributes to the load time. Note that this copy may be done as part
of the optional format conversion in the Data Preparation phase, in which case the time is captured as part of the Data
Preparation timingIf multiple data copies occur between PIBGF generation and the placement of the data in the
final Dataset Location, only the final copy into the Dataset location is included in the load time. For example, if
PDGF generates data initially to a location external to3bd, the flat files are subsequently copied to a staging area
on theSUT, and then the data is copied again from the staging area into the Dataset Location as part of the Data
Preparation format conv&on, only the final coppf the entireTest Datasets included in the load time.

7.3.7.3 Optional Data preparation

7.3.7.3. Example of an optional data preparation phase includes all additional work, beyond the Generation and Relocation
steps, required to prepare theadfor theuse casexecution. This includes but is not limited to the following steps:

a) Creation ofMetadata.

b) Computing statistics for the dataset.

c) Conversion of the data into an alternative or optimized format. An example would be conversion from the
row-oriented format in the flat files to a compressed and/or columnar format. Note this is an optiohal step
if the flat files have been placed in the final Dataset Location by earlier load steps, then it's permissible to run
data preprocessing directlyagst the flat files in their original format in the Dataset Location.

7.3.7.3.Any format conversion or creation of auxiliary data structures must meet the following requirements:

a) it must not lose information from the originBést Dataset
b) it cannot make use ohg knowledge of thevorkloadsin the benchmark.

7.3.7.3.3-or example, the conversion can't remove columns that aren't referenced by the bensbroaskexecution and
creation of materialized views that ptempute some or all the results needed for preproggdsaining, serving
or scoring is not allowed.

7.3.7.3.4Al work done during Data Preparation is timed and included in the load time.

Any additional work required to prepare the data for execution (e.g. format conversion) is timed and included in the
load time.

7.3.7.4 TheLoad Testmust not include the execution of any of the queries irPth&er Test or Throughput Testor any
similar query.

7.3.8 Power Training Test

7.3.8.1 Power training test determines the maximum spee&thEcan process the Trainimhaseof all 10use casesThe
Training pipelines of alise casemust runin sequentiabrder. The result of the training test should be the generation
of a training model fils at the completion of the training stage of each ofube cass. All the model files will be
saved in persistent storage where they will then be used for the Power Serving Test.

7.3.8.2 The Power training test is timed and included as part of the oweesit.

7.3.8.3 The output of the training test results is the generation of a model file that will be used for the remaining tests during
the performance test. A test sponsor may however choose to make changes to the model file in order to optimize the
performane of the remaining performance tests.

7.3.8.4 Model optimizations will be allowed on the generated original model as long as the original model has been trained
on thetest datasetExamples of optimizations may include but are not limited to converting vari@btemstants,
removing unused nodes or quantization.

7.3.8.5 TheTest Sponsorcan invoke post model optimizations after the training phase generates a model file.
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Figure7-aPower Training Test
7.3.8.6 All of the elapsed time spent in post model optimizations needs to be calculated as well as reported in the FDR. In
addition, this time shall be added to the overall training time fospleeific use case.

7.3.8.7 The audit process will verify the original model file generated from the output of the Power training test and also the
optimized model file that can be used by the Power Serving Test |, Power Serving Test Il, Scoring test and throughput
test. In addition, the process followed by the test sponsor to generate the optimized model file will have to be reported.

7.3.9 Power Serving Test | and Power Serving Test Il
7.3.9.1 Power Serving tests determine the maximum spee8Ufiecan process the Serving stagf all 10use cases
7.3.9.2 The Serving Tests follow the Power training Test after the model files for alstheasebave been created.
7.3.9.3 There shall be only one model file for each use case that will be used in the power serving test.

7.3.9.4 There are 2 Power 8eng testghatrun sequentially:
a) Power Serving Tedt
b) Power Serving Test

7.3.9.5 The same model file for a use case shall be used for each of the two power serving tests.

7.3.9.6 There shall be no change in configurations or tuning between the two sestisg
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Figure7-b Power Serving Test(s)

7.3.10 Scoring Test

7.3.10.1 The Scoring Test generates a small dataset with ground truth labels

7.3.10.2 During this scoring test, a separate serving phase is executed in sequence fweatld€®against a newly generated
data (excluding the truth labels) and the resulting labels feparate serving phase are compared with the ground
truth labels to determine the accuracy metric or error incurred hysthease

7.3.10.3 The scoring results for eactse caseshould meet or liter the reference result set provided in the &tshown in

Table7-a.

Use Case Quality metric name Accuracy thresholds Lower is Better
UcCl1 k-means clusters N/A N/A
uc2 Word error rate 0.500 Yes
UC3 Forecast accuracy 5.400 Yes
UC4 Matthews correlation coefficient 0.650 No
UC5 Prediction quality (RMSLE) 0.500 Yes
uce6 F-score 0.190 No
ucv Mean Absolute Error 1.800 Yes
ucCs8 Classification accuracy 0.650 No
uc9 Face recognition accuracy 0.900 No
UC10 Classification accuracy 0.700 No

7.3.10.4 The scoring test is not part of the timed components of the benchmark. However,
whether the quality threshold defined for easle casés metas shown in figure-7

Table Benchmark Run Accuracy metrics

this step is crucial to determine
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Figure7-c Scoring Test

7.3.11 Throughput Test

7.3.11.1 The Throughput Testmeasure the ability of the system to process the most serving use cases in the least amount of
time with multiple users

m uc3 uc5 uclo0 : : uc?2
W ucl uc4d uch : : uc8

Preprocess, : : uc3
for all use
cases

Figure7-d Throughput test

7.3.11.2 The Throughput Test rureeveral streamsoncurrently whereachstream igunning the 1Quse cases$n a unique
order Each stream runall use caseserving pipelines according to the placement osdin Appendix D The
Default streams for throughput test is set tavizh the number oadditionalconcurrent streamseingconfigurable
with no maximum limit.
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7.3.11.3 Use Casglacement in the seing throughput test is performed using the automatic shuffling of the strlam&ase
placement foithe first 100 streams are shown in Appendix Br a list of all the streams that can be used in the
throughput test refer to the streams.yaml filetideld in the kit.

7.3.11.4 At the end of the throughput test, the total time taken to run the throughput test is used as one of the inputs to calculate
the final performance metric of the benchmark.

7.3.12 TheReported Performance Metricis the TPCxAl Performance Metric for the Benchmark Run. There must not
be any interruption during the tests, and all tests should be run without intervention.

7.4  Configuration and Tuning

7.4.1  TheSUT cannot be reconfigured, changed, etueed by th&'est Sponsomuring or between any of the tests described
in Clauser.3.], the Benchmark Run.

7.4.2  Any manual tuninger additional scripts and steps that needbéoperformedo theSUT must be performed before
the beginning of the TPCxAI_Validation.sh scrggecution described in Claugel.2 and must be fully disclosed.
Clause (9.6.7)

7.4.3 Changes and tuning performed on BIdT between any of the tests are alloveesddefined in Appendif.

74.4  Any changes to default tunings or parameters of the applica@mesating Systems or hardware of th8UT must be
disclosed.

7.4.5  Any changes deemed with the characteristiddasfchmark Specialin Clause0.3are not allowed.

If the Test Sponsorwould like to perform model file optimizations after the Power Training Test, they can do so as
long as the original model file, the new model file andredirelevant steps and files needed to perform the optimizations
are disclosed as specified in Cla@se.8

a) The new model file must be derived from the original sidile generated as a result of the Power Training
Test.

b) The new model file must be used for all the subsequent Power Serving Test |, Power Serving Test Il, Scoring
Test and Throughput Test.

c) Both the original model files and the new model files need to be reported and shared for the audit as per Clause
9.6.8

7.5 Metrics

7.5.1  TPCxAI defines three primary metrics

a) A Performance Metric, AIlUCpm@SF, reflecting the TR&IXuse case¢hroughput (see Clauge.7)
b) A PricePerformance metric, $/AlUCPM@SF (see Clani$ed
c) Systemavailability date (see Claus&.5.10.

7.5.2  Secondary metrics are additional metrics defined below are provided as parReptre:

a) Computed Load Metric (b as defined in Clausé.5.6

b) Computed Power Training Test Metrigrt

c) Computed Power Serving Test Metrigst

d) Computed Throughput Test MetrigT

e) When TPC_Energy option is chosen for reporting, the T#Cxenergy metric reports the power per
performance and is expressed as Watts/AIUCpm@SF. (seeEmBQy specification for additional
requirements).
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7.5.3 Each secondary metric shall be referenced in conjunuafitnthe scale factor at which it was achieved. For example,
Load Time references shalll t ake t7908ecénds@m3 @® GB@.ad Ti me

7.5.4  The start time for any test is when the timestamp is taken before the first use case oistealigstted to th&UT by
the driver.

7.5.5 The End time of any test is when the timestamp is taken after the last use case of the test completes and is
acknowledged by the driver from tiSJT.

7.5.6  ThePerformance Metric of the TPCxAI benchmark, AIUCPM@SF, is agputed by combining metric components
representing the load, power, and throughput tests:

7.5.6.1Tp is the load factor computed as:
fga 4. 4+m
Where
1 TLoadis the elapsed time of the Load Test (Clatise?) in seconds

7.5.6.2 TpTTIis the geometric mean of the elapsed time UT in seconds of eachWddehsaselraining times as measured
during the Power Training Test (Claisg.8:

4 B 547

Where

1 UT() is the elapsed time in seconds of thee Case during the Power Training Test and 10 is the number
of Use casef the Benchmark.

M Nis the number of use cases in the benchmark.

7.5.6.3 The Performance Testincludes the load test, the power training t@spower serving testshroughput test and
scoring test

7.5.6.4 TpsT TPsT1andTPsT2are derived as follows:

7.5.6.5 TpsT1is the geometric mean of the elapsed time US in seconds of eachUddleaseserving tims as measured
during the Serving Power Test | (Clauk8.9:

4 B 53

Where
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1 USL() is the elapsed time in seconds of thee Casé during the Serving Power Test | aNds the number
of Use case# the Benchmark.

M N is thenumber of use cases in the benchmark.

7.5.6.6 TpsT2is the geometric mean of the elapsed time US in seconds of eachUddleaseserving times as measured
during the Serving Power Test Il (Claidsg.9:

4 B 53&

Where

1 US2() is the elapsed time in seconds of thee Case during the Serving Power Test Il aNds the number
of Use cases the Benchmark.

M Nis the number of use cases in bemchmark.

7.5.6.7 TpsTis thehigher valueof the two Serving Power testpsTiandTpsT?

7.5.6.8 T7T is the throughput test metric computed as the total elapsed time of the throughput test divided by the number of
streamsand the number of use cases inBeeformance Testas measured during the Throughput Test

7.5.6.8.Tputis the elapsed time of all streams from the Throughput Téss.is the difference between the Throughput
Test Start Time and Throughput test End Time.

1 Sis the number of streams in the Throughput Test.

1 Nis the number of use cases used in the Throughput Test. This will always be the total number of use cases
used in thé?erformance Test

7.5.7 The Performance Metric (AIUCpmM@SF)

The primary performance metric of the benchmark is AlL@SF, the effectiveuse casethroughput of the
benchmarked configuration, defined as:

AIUCPM@SF =

Where:
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1 SFis defined in Claus&1.3 and is based on the scale factor used in the benchmark

N is the total number afse casesxecuted in a Run

=

Terr where prris the geomean ahetraining time of each of th@raining Power Test as defined in Clause
7.3.8.2

Tesris thehighertime of the two Power serving test times{mhandTpst)
T+ris the totaklapsed time of Throughput Test as defined in ClaGsé.8
Tip is the load factor computed agFToag, and Toadis the time to finish the load, as defined in Caudsb.61

=A =4 =4 =4

Terr, Test, TrrandTp quantities are in units of decimsdconds.

7.5.8  The Price Performance Metric $/AlUCpm@BFRiefined as:

$/ AIUCPM@SF =

Where:

1 P s the price of the Priced System as defined in Clauzse
1 AIUCpm@SF is the reported performance metric as defined in Clabise

7.5.9 If a benchmark configuration is priced in a currency othan US dollars, the units of the priperformance metrics
may be adjusted to employ the appropriate currency.

7.5.10 The SystenAvailability Date, as defined in the TPC Pricing Specification must be disclosed in any references to either
theperformance or pricperformance metric of the benchmark.

7.5.11 FairMetric Comparison

7.5.11.1.1Resultsat the different scale factors are not comparable, due to the substantially different computational challenges
found at different data volumes. Similarly, the system price/performance may not scale down linearly with a decrease
in dataset size due to cagiration changes required by changes in dataset size.

7.5.12 If results measured against different dataset sizes (i.e., with different scale factors) appear in a printed or electronic
communication, then each reference tesult or metric must clearly indicatidhe dataset size against which it was
obtained. In particular, all textual references to TPACxnetrics (performance or price/performance) appearing must
be expressed in the form that includes the size of ds¢tDatasetas an integral partofthemetrd s n a me , i . e.
the An@sizedo suffix. This applies to metrics quoted in
metrics are presented in graphical form, thenThet Datasetsize on which metric is based must be imratsly
discernible either by appropriate axis labeling or data point labeling.

7.5.13 In addition, theResultsmust be accompanied by a disclaimer stating:

a) "The TPC believes that comparisons of TP&IxResults measured against different dataset sizes are
misleadirg and discourages such comparisons".

b) Any TPCxAIl Resultis comparable to other TPGX Resultsregardless of the number of query streams
used during the test (as long as the scale factors chosen for their respestibatasetswere the same).

7.5.14 Required Rporting Components

To be compliant with the TPCAI standard and the TPC's fair use policies, all public references to-APBrsults
for a given configuration must include the following components:
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The size of the test data expressed separately ortasf pfae metric's names (e.g., AlUCph@10GB).
The TPCxAI Performance Metric, AlUCpm@Size.
The TPCxAI Price/Performance metric, $/AlUCpm@Size.

=A =4 =4 =4

TheAvailability Date of the complete configuration (see TPC Pricing Specification located on the TPC website
(http://www.tpc.org.

7.5.15 The following is an example of compliant reporting of TP&IxResults

Example 1: At 10GB the RALF/3000 Server has a THACxuse casger minute metric of 3010 when run against a
10GB dataset yielding TPCXAI Price/Performance of $1,202 pase caseperminuteand will be available 28an
21.
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8.1

8.1.1

8.1.1.1

8 PRICING
Introduction

This section defines the components, functional requirements of what is priced, and what Substitutions are allowed.
How Substitutions are performed is defined in TPC Pricing Specification. Rules for priciRgdbd Configuration
and associated softwaaed maintenance are included in the TPC Pricing Specification locatednatpc.org

Pricing Methodology

A 1-Year Pricing Methodology (as defined in the TPC Pricing Specification) must be used to calculate the price and
the price/performancBesult of the TPCxAl benchmark.

8.1.1.2 The Pricing Model 1 Default Pricing Model (as defined in the TPC Pricing Specificgtis the only pricing model

8.2

8.2.1

822
8.2.3
824
8.2.5

8.2.6

8.3

8.4

8.4.1

allowed in a TPGCAI Result

Priced Configuration

The system to be priced must include the hardware and software components pres&yssirethé/nder Test (SUT,
a communication interface that can support userfiate devices, additional operational componentigumed on the
test system, and maintenance on all of the above

Calculation of thePriced Configuration consists othe pice of the SUT as tested and defined in Clgude
Price of all software licenses for software used in the SUT
Priceof a communication interface capable of supporting the required number of user interface devices

Price of additional productsgftware or hardware) required for customary operation, administration and maintenance
of the SUT for a period of 1 year

Price of all products required to create, execute, administer, and maintain the executables or necessary to create an
populate the téenvironment

Comment Note that Claus@&.3.7.2explicitly permits data generation to be external toShd in certain situations.
In these situations, the products required for such exteri@glTodata generation would not be pricedhié Auditor
is satisfied that the solution meets the requirements of Cta@sé?2

Specifically excluded from thePriced Configuration calculation are:
a) enduser cormunication devices and related cables, connectors, and switches.

Comment: enduser communication device here means driver node used to start, stop and orchestrate the benchmark,
however devices used to connect to the-esel device with its cable is part pricing.

b) equipment and tools used exclusively in the production ofttieDisclosure Report

Additional Operational Components

Additional products included on a customer installed configuration are also to be includeBringdeConfiguration
if explicitly required for the operation, administration, or maintenance dPtived Configuration. Examples of such
products are:

a) operator console

b) user interface terminal

c) CD drive

d) software, if required for initial load or maintenance updates
e) all cables used to connect components ofsbi@
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8.5 Allowable Substitutions

8.5.1  Substitution is defined as a deliberate act to replace components Bfitexl Configuration by theTest Sponsoras
a result of failing the availability requirements of the TPC Pricing Specification or when the part number for a
component changes. This also requires compliance with the TPC Pricing Specification.

Comments: Corrections or "fixes" to components of tReéced Configuration are often required during the life of
products. These changes are not considBudxtitutions solong as the part number of the priced component does not
change. Suppliers of hardware and software may update the componenrafetieConfiguration, but these updates
must not negatively impact the reportedrformance Metric or numerical quantities more than two percent. The
following are not considereSubstitutions:

a) Software patches to resolve a security vulnerability
b) Silicon revsion to correct errors
c) New supplier of functionally equivalent components (for example memory chips, disk drives, etc.)

8.5.2 Some hardware components of Briced Configuration may be substituted after tiest Sponsorhas demonstrated
to theAu d i tsatisb@ton that the substituting components do not negatively impact the repatitmance
Metric or numerical quantities. AlSubstitutions must beReported in the FDR and noted by théuditor. The
following hardware components may be substituted:

a) durablemedium (for example disk drives) and cables
b) durable medium enclosure

c) network interface card

d) router

e) bridge

f) network switch

g) repeater

h) cables

Comment If any hardware component is substituted, therRibasult must be audited by akuditor
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9.1

9.1.1

9.1.2

9.2

9.2.1

922
923
924

925

9.3

9.3.1

932
9.33

9 FEULL DISCLOSURE
Full Disclosure Report Requirements

A Full Disclosure Report (FDR)is required. This section specifies the requirements dfiite.
TheFDR is a zip file of a directory structure containing the following:

1 An Executive Summary Statementn Adobe Acrobat PDF format
1 A Reportin Adobe Acrobat PDF format

1 TheSupporting Filesconsisting of any source filespnfiguration files, or scripts modified by tfest Sponsor
and the output files generated by the TROXKit. Requirements for thé&DR file directory structure are
described below.

TheFDR should be sufficient to allow an interested reader to evaludtdfarecessary, recreate an implementation of

the TPCxAI Resultgiven the appropriate hardware and software products. If any sectiondHDRheefer to another

section of theFDR, the names of the referenced scripts/programs must be clearly labadadhirsection. Unless
explicitly stated otherwise, fAdisclosEDRO or Areported

Comment: Since the test environment may consist of a set of scripts and corresponding input files, it is important to
disclose and chaly identify, by name, the scripts and input files in BxR.

Format Guidelines

While established practice or practical limitations may cause a particular benchmark disclosure to differ from the
examples provided in various small ways, every effort lshba made to conform to the format guidelines. The intent

is to make it as easy as possible for a reviewer to read, compare, and evaluate material in different benchmark
disclosures.

All sections of the report, including appendices, must be printed fimgizes of a minimum of 8 points.
TheExecutive Summarymust be included near the beginning of the Report.

The order and titles of sections in fRReport andSupporting Filesmust correspond with the order and titles of sections
from the TPCxAI Specification (i.e., this document). The intent is to make it as easy as possible for readers to compare
and contrast material in differeReports

The directory structure of tHeDR has three parts:

a) Executive Summary Statement containsExecutive Summary statement
b) Report - containsReport
c) TPCx-Al_Supporting_Files Directory

General Iltems

The FDR must follow all reporting rules of the TPC Pricing Specification, locatedvat.tpc.org For clarity and
readability, the TPC Pricing Specification requirements may be repeated in theATB@g&cification.

A statement identifying the benchmalrst Sponsorand other participating companies must be provided.

Settings must be provided for all custort@nable parameters and options that have been changed from the defaults
found in actual products, including but not limited to:

9 Configuration parameters and mpts for server, storage, network and other hardware components used by the
SUT.

9 Configuration parameters and options for @gerating Systemand file system components used by $&T.

I Configuration parameters and options for any other software components (e.g. compiler optimization options) used
by theSUT.
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934

935

Comment: In the event that some parameters and options are set multiple times, it must be easily discernible by an
interested readevhen the parameter or option was modified and what new value it received each time.

Comment: This requirement can be satisfied by providing a full list of all parameters and options, as long as all those
that have been modified from their default valbase been clearly identified and these parameters and options are only
set once.

Explicit response to individual disclosure requirements specified in the body of earlier sections of this document must
be provided.

Diagrams of both measured aRdiced Configurations must be provided, accompanied by a description of the
differencesFor physical hardware, this includes but is not limited to:

i total number and type of nodes used

9 total number and type of processors used/total number of cores used/total nuthbeadsf used (including sizes
of L2 and L3 caches)

size of allocated memory, and any specific mapping/partitioning of memory unique to the test.
number and type of data storage units disk units, controllers, and if applic@8leolumes

number of changls or bus connections to disk units, including their protocol type

= =2 =4 =2

number of LAN (for example, Ethernet) connections and speed for switches and if applicable, other hardware
components used in the test or are incorporated into the pricing structure

T type and the rurtime execution location of software components

Depending on the implementation of t8&JT, the configuration diagrarshown in figure 9a must include any key
functional entities that were used during the execution of the benchmark. Exampigs efitities includdlame Node
SecondarName Node Data Node Job/Task Tracker, Resource Manager/Node Manager, etc.
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Data Center Network
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Server Rack 2 Server Rack 3 rver Rack n

TOR
Network Switch Network Switch

erver Rack 1

TOR
Network Switch

%4}
(14

Network Switch

Figure9-a Sample Configuration Diagram

n x Server Rack in scale ocnfiguration.

n x My Server Model B, 4/32/64 My CPU Model Z (2.7 GHz, 20MB cache, 130W), 128GB, My RAID
Controller with 1GB BBWC

1 nx My Storage Array Model A with 8 X 1TB 10K SAS HDD
1 nx My Switch Model X 10GbE
1 nx Top of the Rack switch.

1 LCS resultscanshowLCS instance configuration instead of physical hardware equipment.

Comment: Detailed diagrams for system configurations and architectures can vary widely, and it is impossible to
provide exact guidelines suitable for all implementations. The inteetibeo describe the system components and
connections in sufficient detail to allow independent reconstruction of the measurement environment. This example
diagram shows homogeneous nodes. This does not prebasieSponsorsfrom using heterogeneous reddif the

system diagram reflects the correct system configuration.

Software Components and Dataset Distribution

The distribution of software components, roles and dataset across all media must be explicitly described using a format
similar to that shown in the following example for the testedRawed Configuration.
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Server

Role(s)

Count

Virtual

Host
Name(s)

HW/SW Configuration

Storage Setup

Worker

Yarn NM/ Spark
Worker

50

TPCxAI[100-
150]

E I

= =

Vendor Server Model
Name.

HW/SW Config
(Processor Model, socke
count, Frequency, Core
count).

DRAM capacity.
Storage x HDD Model.
Network and BW link
speed.

OS Model and version.
Framework SW Model
and version.

Graphics Adapters or
Accelerators

Details of Additional
HW/SW if any.

OS: Model x GB SSD,
Intermediate/Shuffle/T
emp Data: x Model x
GB SSD, Distributed
FS: x Model 12x
SAS/SATA Hard drive/

Distro Manger

Cloudera
Manager

TPCxAI-CM

Vendor Server Model
Name.

HW/SW Config
(Processor Model, socke
count, Frequency, Core
count).

DRAM capacity.
Storage x HDD Model.
Network and BW link
speed.

OS Model and version.
Framework SW Model
and version.

Details of Additional
HW/SW if any.

OS: Model x GB SSD.

GatewaySUT
Driver

YARN/SPARK
Gateway

TPCxAI-
Driver 1

== =a =9

= =

Vendor Server Model
Name.

HW/SW Config
(Processor Model, socke
count,Frequency, Core
count).

DRAM capacity.
Storage x HDD Model.
Network and BW link
speed.

OS Model and version.
Framework SW Model
and version.

Details of Additional
HW/SW if any.

Name
Node/Resource
Manager

YARN/NN/Zook
eeper

TPCxAI_NN1

== =a —a

= =

Vendor Server Model
Name.
HW/SW Config
(Processor Model, socke
count, Frequency, Core
count).
DRAM capacity.
Storage x HDD Model.
Network and BW link
speed.
OS Model and version.
Framework SW Model
and version.
Detalils of
Additional HW/SW
if any.

Table Example Layout Description
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9.4.1  The distribution of various software components across the system must be explicitly described using a format similar
to that shown in Tabl8-ain Clause9.4for both the tested arféticed Configuration.

Comment: Software components might vary from across different implementations.

Hl The file system used must be disclosed as well as any distributed file systeranirsgthé execution of the benchmark
and its client API version. Theeport must clearly state in what file system the input dataset was generated and whether
the data was moved to a different file system during the Load Test (Clauke

All Frameworks and tools used in the benchmark should be disclosed iapibet (e.g. PythonHDFS, Spark, YARN,
MPI, TensorFlow, Java).

If there were anydditional vendor supported patches applied toSb&, details of such patches should be disclosed.

Workload Related Items

Any script or text used to sahyhardware and software tunable parameters must be includedre plogt.
The ersion number of #n TPCxAI kit must be Included in thEDR.

Elapsed times of allse Casesluring the power and throughpigists must bereported from théerformance Test
grouped respectively &dachine Learning (ML) or Deep Learning(DL).

Completion times for individudUse Casesun as part of th@erformance Testshould be included in theeport.
Outputreport from successfuBUT Validation test must be included in tReport (Claus®.3)
Global Benchmarkarameterfiles (Clauseb.4.1) must be included in thReport.

Usecasespecific configuration parameters (Claisé.1) must be included in thReport.

SUT Related Items

Details of any Specialized Hardware/Softwased in theSUT must be included in thesport.

Relevant-ramework configuration files fronSUT, for thePerformance Testmust be included in theDR e.g. Yarn
Site.xml, Hdfssite.xml etc.

General execution environmentnformation as well as angpecial environment configuration that is relevant to the
benchmark must be included in tlegort in form of envinfo.log from a representative worker node from every role in
the server.

The data storage ratio must be disclosed. It is computed by ditidirtgtal physical data storage present irRtieed
Configuration (expressed if6B) by the chosen Scale Factor as defined in Claus@ Let r be the ratio. ThReported
value for r must be rounded to the nearest 0.01. That is, reported value=round(r, 2). For ex&tuplepafigured
with 96 disks of D00GBcapacity for a @0 Scale Factor has a data storage ratio 6f 96

Comment: For consumptiotbased storage gvisioning inLCS, the maximum storage provisioned during the entire
benchmarkunis considered to be the total physical data storage present.

The Scale Factor to memory ratio must be disclosed. It is computed by dividing the Scale Factor by thestcdial phy
memory present in thericed Configuration. Let r be this ratio. Th®eported ratio must be rounded to the nearest
0.01. That is, reported value=round(r,2). For example, a system configuredO®QKRL of physical memory for a
10000@B Scale Factor fsa memory ratio of 10.00.

Comment: For LCS, the maximum provisioned memory during the entire benchmals considered to be the total
physical memory present.
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