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Accommodate Pricing Spec 2.0
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Tighten definition of VMMS
Require disclosure of VMMS configuration and parameters for LCS

General cleanup

December
2017

Nominal throughput is based on Active Customers; disclose Active Customers in the
Executive Summary

Delete references to VGenValidate
Delete references to Customer Patitioning

March 2018

Delete wording left-over from TPC-E that allowed extension of VGenLoader for direct
loading into the database

June 2018

No changes to the specification. Kit changed in response to bug fixes for FogBugz cases
2456, 2457, 2480, and 2522

August 2018

Add new TPC members

Remove references to extension to VGenLoader and 10.7.6.4, which is gone
In 5.6.4.1, all work must be performed at least once during Ramp-up
Measurement Interval is always 2 hours, 10 Phases

Delete 5.6.5.5; doesn’t apply to an Express Kit

Remove references to to partitioning and 3.2.2.1, which is gone

General clean up, fixing broken references

Remove Clauses (left over frpm TPC-E) that don’t apply to TPCx-V

December
2018

Modify the Specification and kit for FogBugz cases 2887, 2888, and 2889

April 2019

Minor fixes to Supporting Files Index table

Remove the dependency on version 9.3 of PostgreSQL; replace with any “supported”
version of PostgreSQL

August 2019

2.1.6

More clarity and detailed instructions in Clause 6.5.6

Add wording for Market-Feed frequency requirements in 5.3.1

Modify 5.5.1.2 and add 5.5.1.5 for Market-Feed response time requirements
Fix FogBugz cases:

e 2996 DM application continues to run past the end of the run, and produces
erroneous transaction records

e 3009 Check that we have 1,440 MF transactions per phase
e 3010 Market-Feed response time often fails the 90th percentile > average test

¢ 3014 In phases when the load of a group drops, runs often fail with too many TR
transactions

e 3015 Transaction load is not evenly divided among the Tier A database front-end
processes

¢ 3016 The xVAudit app fails at higher LU counts

¢ 3017 The kit does not catch all transactions with non-success return status codes

April 2020

Minor kit fixes

June 2021

Spec clean-up and additional clarifications in response to FogBugz cases 3193 & 3195:

e Fix what goes in Table 2-1 of FDR. In 8.3.2.1, ask the test sponsor to detail the
physical and virtual storage layout. A combo of words, table, and maybe a diagram

¢ In 8.3.8.1, say that Supporting Files Index doesn’t have to be detailed

e Add a comment to 1.5.8.1 to address what happens when someone tries a new rev
of PGSQL that will require a change to the kit to work.

¢ Add Clause 1.5.3 for the operating system, similar to 1.5.2 for DBMS
¢ Additional comments and clarifications in 4.3.4.1.1

e Be precise about “initial database size”. The sponsor must add up the actual used
space after the initial populating

Also kit fixes in reponse to FogBugz cases 3188-3189, 3191-3192, and 3194
e Compress more large stat files in finish_toll.sh
e Collect /etc/redhat-release

e Have /opt/VDb/pgsql/scripts/linux/setup.sh collect initial database sizes at the
conclusion of loading the database

¢ Have VDriver print a message when Test Run starts

e Gracefully handle rare Java error in VCE at the end of the run
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¢ Add validation check for 5.7.1.3
Response times printed by VCE polling were wrong. Fix it

February
2022

219

e Add details to 6.5.6 Durability Test and 6.6.3.5 Data Accessibility Test
e  Kit changes

o

During loading of databases, if parallel index creation had failed
to create any indexes, create missing indexes sequentially

New vcfg.properties parameter for printing live performance polls
during the run

Minor cleanup
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Typographic Conventions

The following typographic conventions are used in this specification:

Convention Description

Bold Bold type is used to highlight terms that are defined in this document

Italics type is used to highlight a variable that indicates some quantity whose value can be

ltalics assigned in one place and referenced in many other places.
Uppercase letters indicate database schema object names such as table and column names.
UPPERCASE In addition, most acronyms are in uppercase.
Diagram Color-Coding Conventions
Concept
Customer Light Green with down diagonal hashing
Broker Pale Blue with up diagonal hashing
Market Rose with horizontal hashing
Implementation
TPC Provided Code Turquoise Italics
Sponsor Provided Code Lavender Underline
Commercially Available Product |Light Yellow
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0.1.1

0.1.2

CLAUSE 0 PREAMBLE

Introduction

TPC Express Benchmark V (TPCx-V) is an On-Line Transaction Processing (OLTP) workload utilizing
the latest technology for providing multiple concurrent operating and application environments running
on a platform. The workload is a mixture of read-only and update intensive transactions distributed
across multiple computing environments simulating the activities found in a conglomeration of complex
OLTP application environments. The database schema, data population, transactions, and
implementation rules have been designed to be broadly representative of modern OLTP systems running
in complex virtualized environments. The benchmark exercises a breadth of system components
associated with such environments, which are characterized by:

The simultaneous execution of multiple transaction types that span a breadth of complexity;
Moderate system and application execution time;

Multiple concurrently executing and isolated operating environments;

Heterogeneous resource requirements across operating environments;

Dynamic workload requirements across operating environments;

Flexible resource allocation;

A balanced mixture of disk input/output and processor usage;

Transaction integrity (ACID properties);

O 0 N W

A mixture of uniform and non-uniform data access through primary and secondary keys;

—_
o

. A mixture of heterogeneous and homogenous database and application environments;

—_
—_

. Multiple databases with many tables with a wide variety of sizes, attributes, and relationships with
realistic content;

12. Contention on data access and update;
13. Stringent Quality of Service requirements.

The TPCx-V operations are modeled as follows:

1. The operating environments and their databases are continuously available 24 hours a day, 7 days a
week, for data processing from multiple Sessions with full access to the data in all tables, except
possibly during infrequent maintenance Sessions.

2. Consolidation of multiple database and application environments utilizing virtual operating
environments to fully utilize system capabilities while limiting operating costs.

3. Due to the worldwide nature of the application modeled by the TPCx-V benchmark, any of the
transactions may be executed against its database at any time.

The TPCx-HCIBenchmark

Although the same Benchmark Kit may be used for both TPCx-V and TPCx-HCI benchmarks, the results
of the TPCx-V and TPCx-HCI benchmarks may not be compared against each other.

Goal of the TPCx-V benchmark

The TPCx-V benchmark simulates the OLTP workload of a brokerage firm. The focus of the benchmark
is the central database that executes transactions related to the firm’s customer accounts. In keeping with
the goal of measuring the performance characteristics of the database system, the benchmark does not
attempt to measure the complex flow of data between multiple application systems that would exist in a
real environment.

The mixture and variety of transactions being executed on the benchmark system is designed to capture
the characteristic components of a complex system. Different transaction types are defined to simulate
the interactions of the firm with its customers as well as its business partners. Different transaction types
have varying run-time requirements.

The benchmark defines:

1. Two types of transactions to simulate Consumer-to-Business as well as Business-to-Business activities
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2. Several transactions for each transaction type

3. Different execution profiles for each transaction type

4. A specific run-time mix for all defined transactions

For example, the database will simultaneously execute transactions generated by systems that interact

with customers along with transactions that are generated by systems that interact with financial markets
as well as administrative systems.

The benchmark system will interact with a set of Driver systems that simulate the various sources of
transactions without requiring the benchmark to implement the complex environment.

The Performance Metric reported by TPCx-V is a "business throughput” measure of the number of
completed Trade-Result transactions processed per second (see Clause 5.7.1). Multiple Transactions are
used to simulate the business activity of processing a trade, and each Transaction is subject to a Response
Time constraint. The Performance Metric for the TPCx-V benchmark is expressed in transactions-per-
second-V (tpsV). To be compliant with the TPCx-V standard, all references to tpsV Results must include
the tpsV rate, the associated price-per-tpsV and the Availability Date of the Priced Configuration (See
Clause 5.7.3 for more details).

Although this specification defines the implementation in terms of a relational data model, the database
may be implemented using any commercially available Database Management System (DBMS),
Database Server, file system, or other data repository that provides a functionally equivalent

"non

implementation. The terms "table", "row", and "column" are used in this document only as examples of
logical data structures.

TPCx-V uses terminology and metrics that are similar to other benchmarks, originated by the TPC and
others. Such similarity in terminology does not imply that TPCx-V Results are comparable to other
benchmarks. The only benchmark Results comparable to TPCx-V are other TPCx-V Results that
conform to a comparable version of the TPCx-V specification.

Restrictions and Limitations
Despite the fact that this benchmark offers a rich environment that represents many OLTP applications,
this benchmark does not reflect the entire range of OLTP requirements. In addition, the extent to which

a customer can achieve the Results reported by a vendor is highly dependent on how closely TPCx-V
approximates the customer apﬁlication. The relative performance of systems derived from this
benchmark does not necessarily hold for other workloads or environments. Extrapolations to any other
environment are not recommended.

Benchmark Results are highly dependent upon workload, specific application requirements, and
systems design and implementation. Relative system performance will vary because of these and other

factors. Therefore, TPCx-V should not be used as a substitute for specific customer application
benchmarking when critical capacity planning and/or product evaluation decisions are contemplated.

Benchmark Sponsors are permitted various possible implementation designs, insofar as they adhere to
the model described and pictorially illustrated in this specification. A Full Disclosure Report (FDR) of
the implementation details, as specified in Clause 8 , must be made available along with the reported
Results.

Comment: While separated from the main text for readability, comments are a part of the standard and
must be enforced.

General Implementation Guidelines

The purpose of TPC benchmarks is to provide relevant, objective performance data to industry users. To
achieve that purpose, TPC benchmark specifications require that benchmark tests be implemented with
systems, products, technologies and pricing that:

1. Are generally available to users.
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2. Are relevant to the market segment that the individual TPC benchmark models or represents (e.g.,
TPCx-V models and represents high-volume, complex OLTP database environments).

3. A significant number of users in the market segment the benchmark models or represents would
plausibly implement.

The use of new systems, products, technologies (hardware or software) and pricing is encouraged so long
as they meet the requirements above. Specifically prohibited are benchmark systems, products,
technologies, pricing (hereafter referred to as "implementations") whose primary purpose is performance

optimization of TPC benchmark Results without any corresponding applicability to real-world
applications and environments. In other words, all "benchmark specials” implementations that improve

benchmark Results but not real-world performance or pricing, are prohibited.

The following characteristics should be used as a guide to judge whether a particular implementation is
a benchmark special. It is not required that each point below be met, but that the cumulative weight of
the evidence be considered to identify an unacceptable implementation. Absolute certainty or certainty
beyond a reasonable doubt is not required to make a judgment on this complex issue. The question that

must be answered is this: based on the available evidence, does the clear preponderance (the greater
share or weight) of evidence indicate that this implementation is a benchmark special?

The following characteristics should be used to judge whether a particular implementation is a
benchmark special:
1. Is the implementation generally available, documented, and supported?

2. Does the implementation have significant restrictions on its use or applicability that limits its use
beyond TPC benchmarks?

3. Is the implementation or part of the implementation poorly integrated into the larger product?

Does the implementation take special advantage of the limited nature of TPC benchmarks (e.g.,

transaction Profile, Transaction Mix, transaction concurrency and/or contention, transaction isolation)
in a manner that would not be generally applicable to the environment the benchmark represents?

1. Is the use of the implementation discouraged by the vendor? (This includes failing to promote the
implementation in a manner similar to other products and technologies.)

2. Does the implementation require uncommon sophistication on the part of the end-user, programmer,
or system administrator?

3. Is the pricing unusual or non-customary for the vendor, or unusual or non-customary to normal
business practices? See the effective version of the TPC Pricing Specification for additional
information.

4. Is the implementation being used (including beta) or purchased by end-users in the market area the
benchmark represents? How many? Multiple sites? If the implementation is not currently being
used by end-users, is there any evidence to indicate that it will be used by a significant number of
users?

General Measurement Guidelines

TPC benchmark Results are expected to be accurate representations of system performance. Therefore,

there are certain guidelines, which are expected to be followed when measuring those Results. The
approach or methodology is explicitly outlined in or described in the specification.

e The approach is an accepted engineering practice or standard.
e The approach does not enhance the Results.
e Equipment used in measuring Results is calibrated according to established quality standards.

e Fidelity and candor is maintained in reporting any anomalies in the Results, even if not specified in
the benchmark requirements.

The use of new methodologies and approaches is encouraged so long as they meet the requirements
above.
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TPCx-V Kit and Licensing

The TPCx-V kit is available from the TPC. The user must sign-up and agree to the TPCx-V End User
Licensing Agreement (EULA) to download the kit. Re-distribution of the kit is governed by the terms of
the EULA. All related work (such as collaterals, papers, derivatives) must acknowledge the TPC and
include the TPCx-V copyright. The TPCx-V Benchmark includes: TPCx-V Specification document (this
document), TPCx-V Users Guide documentation, and the TPCx-V Benchmark Kit, which consists of
Java and C++ code to execute the benchmark load, and various scripts to set up the benchmark

environment. The Test Sponsor is required to run the TPC-provided kit as per Section 12 of TPC policies,
which describes the requirements for Express Benchmarks. See Clause 1.5 for details.
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CLAUSE1 BENCHMARK OVERVIEW

Definitions
GENERAL

tpsV

tpsV is the primary performance metric for TPCx-V.

ACID

ACID stands for the transactional properties of Atomicity, Consistency, Isolation and Durability.

Active Customers

Active Customers means the number of customers (with corresponding rows in the associated TPCx-V
tables) that are accessed during the Test Run. Active Customers may be a subset of Configured
Customers that were loaded at database generation.

Add

The word “Add” indicates that a number of rows are added to the TPCx-V table specified by the

Database Footprint. TPCx-V Table row(s) can only be added in a Frame where the word “Add” is
specified.

Application

The term Application or Application Program refers to code that is not part of the commercially available

components of the SUT, but used specifically to implement the Transactions (see Clause 3.3) of this
benchmark. For example, stored procedures, triggers, and referential integrity constraints are considered

part of the Application Program when used to implement any portion of the Transactions, but are not
considered part of the Application Program when solely used to enforce integrity rules (see Clause 10.4)
or transparency requirements (see Clause 10.5) independently of any Transaction.

Application Recovery

Application Recovery is the process of recovering the business application after a Single Point of Failure
and reaching a point where the business meets certain operational criteria.

Application Recovery Time

Application Recovery Time is the elapsed time between the start of Application Recovery and the end
of Application Recovery (see Clause 6.5.5.5).
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Arbitrary Transaction

An Arbitrary Transaction is a Database Transaction that executes arbitrary operations against the
database at a minimum isolation level of LO (see Clause 6.4.1.3).

Attestation Letter

If an independent, TPC-Certified Auditor has audited the Result, the Auditor’s opinion regarding the
compliance of a Result must be consigned in an Attestation Letter delivered directly to the Sponsor.

Audit Tools

A set of Java applications included in the Benchmark Kit that are run by the Test Sponsor to produce
reports that facilitate the independent audit process.

Auditor

The term Auditor is used as a generic term in this specification, referring to either an independent, TPC-

Certified Auditor. or a Pre-Publication Board, either of whom can review and certify a Result for
publication.

Availability Date

The date when all products necessary to achieve the stated performance will be available (stated as a
single date on the Executive Summary Statement). This is known as the Availability Date.

B

BALANCE_T

BALANCE_T is defined as SENUM(12,2) and is used for holding aggregate account and transaction
related values such as account balances, total commissions, etc.

Benchmark Kit

The TPCx-V Benchmark Kit is an Express benchmarking kit that conforms to the TPC policies, which

describe the requirements for Express Benchmarks. The Benchmark Kit is a complete application that
builds the schema, populates the database, runs the transactions, records complete run time data, post-
processes the logged records to generate performance results, and validates the results against this

specification. Test Sponsors are required to use the TPCx-V Benchmark Kit for reporting TPCx-V
results.

Although the same Benchmark Kit may be used for both TPCx-V and TPCx-HCI benchmarks, the results
of the TPCx-V and TPCx-HCI benchmarks may not be compared against each other.

BLOB(n)

BLOB(n) is a data type capable of holding a variable length binary object of n bytes.
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BLOB_REF

BLOB_REF is a data type capable of referencing a BLOB(n) object that is stored outside the table on the
SUT.

BOOLEAN
BOOLEAN is a data type capable of holding at least two distinct values that represent FALSE and TRUE.

Brokerage Initiated

Brokerage Initiated Transactions simulate broker interactions with the system and are initiated by the
Customer Emulator component of the benchmark Driver.

Broker Tables

Broker Tables include 9 tables that contain information about the brokerage firm and broker related data.

Business Day

Business Day is a period of eight hours of transaction processing activity.

Business Recovery

Business Recovery is the process of recovering from a Single Point of Failure and reaching a point
where the business meets certain operational criteria.

Business Recovery Time

Business Recovery Time is the elapsed period of time between start of Business Recovery and end of
Business Recovery (see Clause 6.5.5.9).

C

Catastrophic

Catastrophic is a type of failure where processing is interrupted without any foreknowledge given to the SUT.
Subsequent to this interruption, only in the failed database instance are all contexts for all active
applications lost and all memory cleared.

CE

See Customer Emulator.

CHAR(n)

CHAR(n) means a character string that can hold up to n single-byte characters. Strings may be padded
with spaces to the maximum length. CHAR(n) must be implemented using a Native Data Type.
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Commit / Committed

Commit is a control operation that:
e Isinitiated by a unit of work (a Transaction)
e Isimplemented by the DBMS

e Signifies that the unit of work has completed successfully and all tentatively modified data are
to persist (until modified by some other operation or unit of work)

Upon successful completion of this control operation both the Transaction and the data are said to be
Committed.

Configured Customers

Configured Customers means the number of customers (with corresponding rows in the associated
TPCx-V tables) configured at database generation.

Customer Emulator

One key piece of a compliant TPCx-V Driver is the Customer Emulator (CE). The CE is responsible for
emulating customers, requesting a service of the brokerage house, providing the necessary input for the

requested service, etc. Therefore, the CE is responsible for the following.

¢ Deciding which Customer Initiated or Brokerage Initiated Transaction to perform next (Broker-
Volume, Customer-Position, Market-Watch, Security-Detail, Trade-Lookup, Trade-Order, Trade-
Update and Trade-Status).

¢  Generating compliant data to be used as inputs for the selected Transaction.
¢ Sending the Transaction request and associated input data to the SUT.
e Receiving the Transaction response and associated output data from the SUT.

¢ Measuring the Transaction's Response Time.

Comment: The CE may optionally perform additional operations as well, such as statistical accounting,
data logging, etc.

Customer Initiated

Customer Initiated Transactions simulate customer interactions with the system and are initiated by the
Customer Emulator component of the benchmark Driver.

Customer Tables

Customer Tables include 9 tables that contain information about the customers of the brokerage firm.

D

Data Accessibility

Date Accessibility is the ability to maintain database operations with full data access after the permanent
irrecoverable failure of any single Durable Medium containing database tables, recovery log data, or
Database Metadata.
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Data-Maintenance Generator

Another key piece of a compliant TPCx-V Driver is the single instance of the Data-Maintenance
Generator (DM). The DM is responsible for:

e Generating compliant data to be used as inputs for the Data-Maintenance Transaction
¢ Sending the Transaction’s request and associated input data to the SUT

e Receiving the Transaction’s response and associated output data from the SUT and measuring the
Transaction’s Response Time.

Database Footprint

The Database Footprint of a Transaction is the set of required database interactions to be executed by
that Transaction.

Database Interface

Database Interface is a commercially available product used by the Frame Implementation to
communicate with the Database Server. It is possible that the Database Interface may communicate with
the Database Server over a Network, but this is not a requirement.

Database Logic

Database Logic is TPC provided Frame implementation logic (e.g. stored SQL procedure).

Database Management System

A Database Management System (DBMS) is a collection of programs that enable you to store, modify,

and extract information from a database. There are many different types of DBMSs, ranging from small
systems that run on personal computers to huge systems that run on mainframes. From a technical

standpoint, DBMSs can differ widely. The terms relational, network, flat, and hierarchical all refer to the

way a DBMS organizes information internally. The internal organization can affect how quickly and
flexibly you can extract information. Requests for information from a database are made in the form of a
query, which is a stylized question. The set of rules for constructing queries is known as a query language.

The information from a database can be presented in a variety of formats. Most DBMSs include a report
writer program that enables you to output data in the form of a report.

Database Metadata

Database Metadata is information managed by the DBMS and stored in the database to define, manage
and use the database objects, e.g. tables, views, synonyms, value ranges, indexes, users, etc.

Database Recovery

Database Recovery is the process of recovering the database from a Single Point of Failure system
failure.

Database Recovery Time

Database Recovery Time is the duration from the start of Database Recovery to the point when database
files complete recovery.
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Database Server
A Database Server is a commercially available product(s). TPC provided logic may run in the context of
the Database Server (e.g. a stored SQL procedure). An example of a Database Server is:

e commercially available DBMS running on a

e commercially available Operating System running on a

e commercially available hardware system utilizing

e commercially available storage

Database Session

To work with a database instance, to make queries or to manage the database instance, you have to open
a Database Session. This can happen as follows: The user logs on to the database with a user name and
password, thus opening a Database Session. Later, the Database Session is terminated explicitly by the
user or closed implicitly when the timeout value is exceeded. A database tool implicitly opens a Database
Session and then closes it again.

Database Transaction

A Database Transaction is an ACID unit of work.

Data Growth

Data Growth is the space needed in the DBMS data files to accommodate the increase in the Growing
Tables resulting from executing the Transaction Mix at the Reported Throughput during the period of
required Sustainable performance.

DATE

DATE represents the data type of date with a granularity of a day and must be able to support the range
of January 1, 1800 to December 31, 2199, inclusive. DATE must be implemented using a Native Data

Type.

Comment: A time component is not required but may be implemented.

DATETIME

DATETIME represents the data type for a date value that includes a time component. The date

component must meet all requirements of the DATE data type. The time component must be capable of
representing the range of time values from 00:00:00 to 23:59:59. Fractional seconds may be implemented,

but are not required. DATETIME must be implemented using a Native Data Type.

DBMS

See Database Management System

Digit
Digit means decimal digit.
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Dimension Tables

Dimension Tables include 4 dimension tables that contain common information such as addresses and
zip codes.

DM

See Data-Maintenance Generator.

Driver

To measure the performance of the OLTP system, a simple Driver generates Transactions and their

inputs, submits them to the System Under Test, and measures the rate of completed Transactions being
returned. To simplify the benchmark and focus on the core transactional performance, all application
functions related to user interface and display functions have been excluded from the benchmark. The

System Under Test is focused on portraying the components found on the server side of a transaction
monitor or application server.

Durability
See Durable.

Durable / Durability

In general, state that persists across failures is said to be Durable and an implementation that ensures
state persists across failures is said to provide Durability. In the context of the benchmark, Durability
is more tightly defined as the SUT’s ability to ensure all Committed data persist across any Single Point
of Failure.

Durable Medium

Durable Medium is a data storage medium that is inherently non-volatile such as a magnetic disk or
tape. Durable Media is the plural of Durable Medium.

Elasticity Phase

Elasticity Phase is any one of the ten 12-minute load variation periods defined in Clause 5.2.

ENUM

ENUM(m[,n]) or SENUM(m[,n]) means an exact numeric value (unsigned or signed, respectively).
ENUM and SENUM are identical to NUM and SNUM, respectively, except that they must be

implemented using a Native Data Type that provides exact representation of at least n Digits of precision
after the decimal place.

TPC Express Benchmark™ V (TPCx-V) Specification, Revision 2.1.9 - Page 22 of 271



Executive Summary Statement

The term Executive Summary Statement refers to the Adobe Acrobat PDF file in the

ExecutiveSummaryStatement folder in the FDR. The contents of the Executive Summary Statement are
defined in Clause 9.

F

FDR

The FDR is a zip file of a directory structure containing the following:
e A Report in Adobe Acrobat PDF format,
¢ An Executive Summary Statement in Adobe Acrobat PDF format,

o The Supporting Files consisting of various source files, scripts, and listing files. Requirements for
the FDR file directory structure are described below.

Comment: The purpose of the FDR is to document how a benchmark Result was implemented and

executed in sufficient detail so that the Result can be reproduced given the appropriate hardware and
software products.

FIN_AGG_T

FIN_AGG_T is defined as SENUM(15,2) and is used for holding aggregated financial data such as
revenue figures, valuations, and asset values.

Fixed Space

Fixed Space is any other space used to store static information and indices. It includes all database
storage space allocated to the test database that does not qualify as either Free Space or Growing Space.

Fixed Tables

Fixed Tables are tables that always have the same number of rows regardless of the database size and
transaction throughput. For example, TRADE_TYPE has five rows.

Foreign Key

A Foreign Key (FK) is a column or combination of columns used to establish and enforce a link between
the data in two tables. A link is created between two tables by adding the column or columns that hold

one table's Primary Key values to the other table. This column becomes a Foreign Key in the second
table.

Frame

A Frame is the TPC-provided Transaction logic, which is invoked as a unit of execution by the
VGenTxnHarness. The database interactions of a Transaction are all initiated from within its Frames.
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Frame Implementation

Frame Implementation is TPC provided functionality that accepts inputs from, and provides outputs to,

VGenTxnHarness through a TPC Defined Interface. The Frame Implementation and all down-stream
functional components are responsible for providing the appropriate functionality outlined in the

Transaction Profiles (Clause 3.3).

Free Space

Free Space is any space allocated to the test database and available for future use. Itincludes all database
storage space not already used to store a database entity (e.g., a row, an index, Database Metadata) or
not already used as formatting overhead by the DBMS.

Full Disclosure Report (FDR)
See FDR.

G

Group

Each Tile has four Groups, with Groups 1, 2, 3, and 4 contributing an average of 10%, 20%, 30%, and
40% of the total throughput of the Tile, respectively. Each Group consists of one Tier A Virtual Machine
and two transaction-specific Tier B Virtual Machines.

Growing Space

Growing Space is any space used to store initially-loaded rows from the Growing Tables and their
associated User-Defined Objects. It also includes all database storage space that is added to the test

database as a result of inserting a new row in the Growing Tables, such as row data, index data and
other overheads such as index overhead, page overhead, block overhead, and table overhead.

Growing Tables

Growing Tables each have an initial cardinality that has a defined relationship to the cardinality of the
CUSTOMER table. However, the cardinality increases with new growth during the benchmark run at a
rate that is proportional to transaction throughput rates.

H

I

IDENT_T
IDENT _T is defined as NUM(11) and is used to hold non-trade identifiers.
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Initial Database Size

Initial Database Size is any space allocated to the test database that is used to store the initial population,
Database Metadata, User-Defined Objects, and any space used as formatting overhead by the DBMS.
Initial Database Size is the space used by PostgreSQL for data or log after the database is initially loaded

with the data generated by VGenLoader. This space usage should be recorded for the calculations
required by Clauses 5.6.6 and 5.6.7.

Initial Trade Days

The Initial Trade Days (ITD) is the number of Business Days used to populate the database. This
population is made of trade data that would be generated by the SUT when running at the Nominal
Throughput for the specified number of Business Days. The number of Initial Trade Days is 125.

ITD

See Initial Trade Days.

Load Unit

The size of the CUSTOMER table can be increased in increments of 1000 customers. A set of 1000
customers is known as a Load Unit.

Log Growth

Log Growth is the space needed in the DBMS log files to accommodate the Undo/Redo Log resulting
from executing the Transaction Mix at the Reported Throughput during the period of required
Sustainable performance.

M

Market Exchange Emulator

A key piece of a compliant TPCx-V Driver is the Market Exchange Emulator (MEE). The MEE is
responsible for emulating the stock exchanges: providing services to the brokerage house, performing

requested trades, providing market activity updates, etc. Therefore, the MEE is responsible for the
following;:

e Receiving trade requests and their associated data from the SUT.

e Initiating Trade-Result Transactions, sending the associated data to the SUT and measuring the
Transaction’s Response Time.

e Initiating Market-Feed Transactions, sending the associated data to the SUT and measuring the
Transaction’s Response Time.
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Comment: The MEE may optionally perform additional operations as well; such as statistical accounting,
data logging, etc.

Market Tables

Market Tables include 11 tables that contain information about companies, markets, exchanges, and
industry sectors.

Market Triggered

Market Triggered Transactions simulate the behavior of the market and are triggered by the Market
Exchange Emulator component of the benchmark Driver.

May

The word “may” in the specification means that an item is truly optional.

Measured Configuration

See System Under Test.

Measured Throughput

The Measured Throughput is computed as the total number of Valid Trade-Result Transactions within
the Measurement Interval divided by the duration of the Measurement Interval in seconds.

Measurement Interval

Measurement Interval is the period of time during Steady State chosen by the Test Sponsor to compute
the Reported Throughput.

MEE

See Market Exchange Emulator

Modify

The word “Modify” indicates that the content of a TPCx-V table column is modified within the Frame.

The content of the table column can only be changed in a Frame where the word “Modify” is specified.
When the original content of the table column must also be referenced or returned before it is modified,

a “Reference” or a “Return” access method is also specified.

Must

”ou

The word “must” or the terms “required”, “requires”, “requirement” or “shall” in the specification,
means that compliance is mandatory.

Must not

The phrase “must not” or the term “shall not” in the specification, means that this is an absolute
prohibition of the specification.

TPC Express Benchmark™ V (TPCx-V) Specification, Revision 2.1.9 - Page 26 of 271



N

Native Data Type

A Native Data Type is a built-in data type of the DBMS whose documented purpose is to store data of
a particular type described in the specification. For example, DATETIME must be implemented with a
built-in data type of the DBMS designed to store date-time information.

Network

A Network is defined as Sponsor-provided functionality that must support communication through an
industry standard communications protocol using a physical means. One outstanding feature of the

Connector< Network & Connector communication is that it follows the relevant standards and must
imply more than just an application package. It must be possible to have concurrent use of the means by
other applications. Physical transport of the data is required and the underlying means of this transport
must be capable of operating over arbitrary globally geographic distances.

TPC/IP over a local area network is an example of an acceptable Network implementation.

Node

A Node is a physical server that runs a single instance of the VMMS.

Nominal Throughput

Nominal Throughput is defined to be 2.00 Transactions-Per-Second-V for every 1000 customer rows in
the Active Customers.

Non-catastrophic

The term Non-catastrophic as applied to a single failure is one where processing is not interrupted, but

throughput may be degraded and the SUT may no longer be in a durable state until the SUT has
recovered from the failure.

NUM(m[,n])

NUM(m[,n]) means an unsigned numeric value with at least m total Digits, of which n Digits are to the
right (after) the decimal point. The data type must be able to hold all possible values that can be expressed

as NUM(m[,n]). Omitting n, as in NUM(m), indicates the same as NUM(m,0). NUM must be
implemented using a Native Data Type.

(@)

On-Line

A storage device is considered On-Line if it is capable of providing an access time to data, for random
read or update, of one second or less by the Operating System.

Comment: Examples of On-Line storage may include magnetic disks, optical disks, solid-state storage, or
any combination of these, provided that the above mentioned access criteria is met.
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Operating System/OS

The term Operating System refers to a commercially available program that, after being initially loaded
into the computer by a boot program, manages all the other programs in a computer, or in a VM. The
Operating System provides a software platform on top of which all other programs run. Without the
Operating System and the core services that it provides no other programs can run and the computer
would be non-functional. Other programs make use of the Operating System by making requests for
services through a defined application program interface (API). All major computer platforms require an
Operating System. The functions and services supplied by an Operating System include but are not
limited to the following:

Manages a dedicated set of processor and memory resources.
Maintains and manages a file system.
Loads applications into memory.

Ensures that the resources allocated to one application are not used by another application in an
unauthorized manner.

Determines which applications should run in what order, and how much time should be allowed to
run the application before giving another application a turn to use the systems resources.

Manages the sharing of internal memory among multiple applications.

Handles input and output to and from attached hardware devices such as hard disks, network
interface cards etc.

Some examples of Operating Systems are listed below:

Windows

Unixes (Solaris, AIX)
Linux

MS-DOS

Mac OS

VMS

Netware

Part Number

See the definition of Part Number in the TPC Pricing Specification.

Performance Metric

The TPCx-V Reported Throughput is expressed in tpsV.

Pre-Publication Board

The Pre-Publication Board, which is comprised of TPC-V subcommittee members, is a peer review
committee that can certify a TPCx-V Result for publication.

Priced Configuration

Priced Configuration comprises the components to be priced defined in the benchmark specification,
including all hardware, software and maintenance.

TPC Express Benchmark™ V (TPCx-V) Specification, Revision 2.1.9 - Page 28 of 271



Price/Performance Metric

The TPCx-V Total Price divided by the Reported Throughput is Total Price/tpsV. This is also known
as the Price/Performance Metric.

Primary Key

A Primary Key is a single column or combination of columns that uniquely identifies a row. None of the
columns that are part of the Primary Key may be nullable. A table must have no more than one Primary
Key.

Profile

A Profile is the characteristics of a Transaction, as defined by the Pseudo-code and summarized by the
Database Footprint.

Pseudo-code

Pseudo-code is a description of an algorithm that uses the structural conventions of programming
languages, but omits language-specific syntax.

Q

R

Ramp-down

Ramp-down is the period of time from the end of Steady State to the end of the Test Run.

Ramp-up

Ramp-up is the period of time from the start of the Test Run to the start of Steady State. To ensure that
the Measurement Interval begins after Steady State has been achieved, Ramp-up is required to be at
least 12 minutes, equal to the length of a TPCx-V Phase.

Redundancy Level One

Redundancy Level One (Durable Media Redundancy) guarantees access to the data on Durable Media
when a single Durable Media failure occurs.

Redundancy Level Two

Redundancy Level Two (Durable Media Controller Redundancy) includes Redundancy Level One and

guarantees access to the data on Durable Media when a single failure occurs in the storage controller
used to satisfy the redundancy level or in the communication media between the storage controller and

the Durable Media.
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Redundancy Level Three

Redundancy Level Three (Full Redundancy) includes Redundancy Level Two and guarantees access
to the data on Durable Media when a single failure occurs within the Durable Media system, including
communications between Tier B and the Durable Media system.

Reference

The word “Reference” indicates that the TPCx-V table column is identified in the database and the
content is accessed within the Frame without passing the content of the table column to the
VGenTxnHarness.

Referential Integrity

Referential Integrity preserves the relationship of data between tables, by restricting actions performed
on Primary Keys and Foreign Keys in a table.

Remove

The word “Remove” indicates that a number of rows are removed from the TPCx-V table specified by
the Database Footprint. Table row(s) can only be removed in a Frame where the word “Remove” is
specified. The number of rows that are removed is specified in the second column of the Database
Footprint with either “# row” for a fixed number of rows or “row(s)” for an unspecified number of rows.

Report

The term Report refers to the Adobe Acrobat PDF file in the Report folder in the FDR. The contents of
the Report are defined in Clause 9.

Reported

The term Reported refers to an item that is part of the FDR.

Reported Throughput

The Performance Metric reported by TPCx-Vis the Reported Throughput. The name of the metric used
for the Reported Throughput of the SUT is tpsV. The value of this metric is based on the Measured
Throughput and is bound by the limits defined in Clause 5.7.1.2.

Response Time
The Response Time (RT) is defined by:
RTn=eTn-5sTh
where:
sTn and eTy are measured at the Driver;

sTn = time measured before the first byte of input data of the Transaction is sent by the Driver
to the SUT; and
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eTn = time measured after the last byte of output data from the Transaction is received by the
Driver from the SUT.

Comment: The resolution of the time stamps used for measuring Response Time must be at least 0.01
seconds.

Results

TPCx-V Results are the Performance Metric, Price/Performance Metric.

Return

The word “Return” indicates that the TPCx-V table column is referenced and that its content is retrieved
from the database and passed to the VGenTxnHarness. The table column must be referenced in the
same Frame where the word “Return” is specified. The content of the table column can only be passed
to subsequent Frames via the input and output parameters specified in the Frame parameters.

Rollback

The word “Rollback” indicates that the specified Frame contains a control operation that rolls back the
Database Transaction. The explicit rolling back of a Database Transaction can only occur in a Frame
where the word “Rollback” is specified.

RT

See Response Time.

S
S_COUNT_T

S_COUNT_T is defined as NUM(12) and is used for holding the aggregate count of shares used in many
tables.

S PRICE T
S_PRICE_T is defined as ENUM(8,2) and is used for holding the value of a share price.

S_QTY.T
S_QTY_T is defined as SNUM(6) and is used for holding the quantity of shares per individual trade.

Scale Factor

The Scale Factor is the number of required customer rows per single Transactions-Per-Second-V. The
Scale Factor for Nominal Throughput is 500.
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Scaling Tables

Scaling Tables each have a defined cardinality that has a constant relationship to the cardinality of the
CUSTOMER table. Transactions may update rows from these tables, but the table sizes remain constant.

SENUM

ENUM(m[,n]) or SENUM(m[,n]) means an exact numeric value (unsigned or signed, respectively).
ENUM and SENUM are identical to NUM and SNUM, respectively, except that they must be

implemented using a Native Data Type that provides exact representation of at least n Digits of precision
after the decimal place.

Session

See Database Session.

SF

See Scale Factor.

Should

The word “should” or the adjective “recommended”, mean that there might exist valid reasons in
particular circumstances to ignore a particular item, but the full implication must be understood and
weighed before choosing a different course.

Should not

The phrase “should not”, or the phrase “not recommended”, means that there might exist valid reasons
in particular circumstances when the particular behavior is acceptable or even useful, but the full
implications should be understood and the case carefully weighed before implementing any behavior
described with this label.

SNUM

SNUM(m[,n]) is identical to NUM(mI,n]) except that it can represent both positive and negative values.
SNUM must be implemented using a Native Data Type.

Comment: A SNUM data type may be used (at the Sponsor’s discretion) anywhere a NUM data type is
specified.

Sponsor

See Test Sponsor.

Start

The word “Start” indicates that the specified Frame contains a control operation that starts a Database

Transaction. The start of a Database Transaction can only occur in a Frame where the word “Start” is
specified.
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Steady State

Steady State is the period of time from the end of the Ramp-up to the start of the Ramp-down.

Substitution

Substitution is defined as a deliberate act to replace components of the Priced Configuration by the Test
Sponsor as a result of failing the availability requirements of the TPC Pricing Specification or when the
Part Number for a component changes.

Supporting Files

Supporting Files refers to the contents of the SupportingFiles folder in the FDR. The contents of this
folder, consisting of various source files, scripts, and listing files, are defined in Clause 9.

Sustainable

Performance over a given period of time (computed as the average throughput over that time) is
considered Sustainable if it shows no significant variations.

SUT

See System Under Test.

System Under Test

System Under Test (SUT) is the total collection of all hardware and software components in all Tiles, to
include their Tier A and Tier B Virtual Machines.

T

Test Run

A Test Run is the entire period of time during which Drivers submit and the SUT completes
Transactions other than Trade-Cleanup.

Test Run Graph

A graph of the one-minute average tpsV versus elapsed wall clock time measured in minutes must be
reported for the entire Test Run. The x-axis represents the elapsed time from the Test Run start. The y-

axis represents the one-minute average throughput in tpsV(computed as the total number of Trade-
Result Transactions that complete within each one-minute interval divided by 60). A plot interval size

of 1 minute must be used. The Ramp-up, Steady State, Measurement Interval, and Ramp-down must
be identified on the graph. The Test Run Graph must be reported in the Report.
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Test Sponsor

The Test Sponsor is the company officially submitting the Result with the FDR and will be charged the
filing fee. Although multiple companies may sponsor a Result together, for the purposes of the TPC’s
processes the Test Sponsor must be a single company. A Test Sponsor need not be a TPC member. The
Test Sponsor is responsible for maintaining the FDR with any necessary updates or corrections. The Test
Sponsor is also the name used to identify the Result.

Tier A

Tier A consists of all hardware and software needed to implement the down-stream Connector,
VGenTxnHarness, Frame Implementation and Database Interface functional components. The VM that
implements Tier A is referred to as VM1.

Tier B

Tier B consists of all hardware and software needed to implement the Database Server functional
components, encapsulated within two transaction-specific Virtual Machines, contained within the same
Group. This includes data storage media sufficient to satisfy the initial database population requirements
of Clause 2.4.1 and the Business Day growth requirements of Clause 5.6.6.4 and Clause 5.6.6.5. Tier B is

implemented in two VMs: VM2 receives the two Decision Support-type queries, and VM3 receives the
7 remaining OLTP transactions.

Tile

Tile is the unit of replication of TPCx-V configuration and load distribution. Each Tile consists of 4
Groups. A valid TPCx-V configuration has 1 or more Tiles, with all Tiles contributing identical
proportions of the total load. The number of Tiles and the number of Load Units configured in the initial

populations of the databases in each Group are dependent on the Nominal Throughput, and are
determined by a formula defined in Clause 4.3.4.

TPC-Certified Auditor

The term TPC-Certified Auditor is used to indicate that the TPC has reviewed the qualification of the
Auditor and has certified his/her ability to verify that benchmark Results are in compliance with this

specification. (Additional details regarding the Auditor certification process and the audit process can
be found in Section 9 of the TPC Policy document.)

TPCx-V
TPCx-V is the short name for the TPC Express Benchmark V.

TPC Defined Interface

A TPC Defined Interface is a C++ class member that is designed to exchange data (and transfer execution
control) between various components of the TPC provided Benchmark Kit.

TRADE_T
TRADE_T is defined as NUM(15) and is used to hold trade identifiers.
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Transaction(s)

The TPCx-V Transactions are at the heart of the workload. The core of each Transaction runs on the

Database Server, but the logic of the Transaction interacts with several components of the benchmark
environment.

A Transaction is composed of Harness-code and of the invocation of one or more Frames. The Trade-
Cleanup Transaction is an exception. Sponsors may but do not have to run the Trade-Cleanup
Transaction from VGenTxnHarness.

Transaction Mix

The Transaction Mix is composed of all Customer Initiated, Brokerage Initiated and Market Triggered
Transactions.

Tunable Parameters

Tunable Parameters are parameters, switches or flags that can be changed to modify the behavior of the

product. Tunable Parameters apply to both hardware and software and are not limited to those
parameters intended for use by customers.

U
U*x

U*x is used in this specification to refer to various UNIX and Linux flavors (e.g. UNIX, Linux, AIX,
Solaris).

Undo/Redo Log

The Undo/Redo Log records all changes made in data files. The Undo/Redo Log makes it possible to
replay all the actions executed by the Database Management System. If something happens to one of

the data files, a backed up data file can be restored and the Undo/Redo Log that was written since the
backup can be played and applied which brings the data file to the state it had before it became
unavailable.

User-Defined Object

Any object defined in the database is considered a User-Defined Object, except for the following:
e aTPCx-V Table (see clause 2.2.3)

e arequired Primary Key (see clause 2.2.3.1)

e arequired Foreign Key (see clause 2.2.3.2)

e arequired constraint (see clause 2.2.3.3)

e Database Metadata
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Valid Transaction

The term Valid Transaction refers to any Transaction for which input data has been sent in full by the
Driver, whose processing has been successfully completed on the SUT and whose correct output data
has been received in full by the Driver.

VALUE_T

VALUE_T is defined as SENUM(10,2) and is used for holding non-aggregated transaction and security
related values such as cost, dividend, etc.

VGen

VGen is a TPC provided software environment that is used in the TPC provided Benchmark Kit
implementation of the TPCx-V benchmark. The software environment is logically divided into three
packages: VGenProjectFiles, VGenInputFiles, and VGenSourceFiles. The software packages provide
functionality to use: VGenLoader to generate the data used to populate the database, VGenDriver to
generate transactional data and VGenTxnHarness to control frame invocation.

VGenDriver

VGenDriver comprises the following parts:

o VGenDriverCE provides the core functionality necessary to implement a Customer
Emulator.

o VGenDriverMEE provides the core functionality necessary to implement a Market
Exchange Emulator.

o VGenDriverDM provides the core functionality necessary to implement the Data-
Maintenance Generator.

VGenDriver provides core transactional functionality (e.g. Transaction Mix and input generation)
necessary to implement a Driver.

VGenDriverCE

VGenDriverCE is any and/or all instantiations of the CCE class (see VGenSourceFiles CE.h and
CE.cpp).

VGenDriverDM
VGenDriverDM is the single instantiation of the CDM class (see VGenSourceFiles DM.h and DM.cpp).

VGenDriverMEE

VGenDriverMEE is any and/or all instantiations of the CMEE class (see VGenSourceFiles MEE.h and
MEE.cpp).

VGenlnputFiles

VGenlnputFiles is a set of TPC provided text files containing rows of tab-separated data, which are used
by various VGen packages as “raw” material for data generation.
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VGenLoader

VGenLoader is a binary executable, generated by using the methods described in VGenProjectFiles with
source code from VGenSourceFiles. When executed, VGenLoader uses VGenlInputFiles to produce a
set of data that represents the initial state of the TPCx-V database.

VGenLogger

VGenLogger logs the initial configuration and any re-configuration of VGenDriver and VGenLoader,
and compares current configuration with the TPCx-V prescribed defaults.

VGenProjectFiles

VGenProjectFiles is a set of TPC provided files used to facilitate building the VGen packages in a Test
Sponsor's environments.

VGenSourceFiles

VGenSourceFiles is the collection of TPC provided C++ source and header files.

VGenTables

VGenSourceFiles contain class definitions that provide abstractions of the TPCx-V tables. These table
classes are known collectively as VGenTables and they encapsulate the functionality needed to generate
the data for each of the TPCx-V tables.

VGenTxnHarness

VGenTxnHarness defines a set of interfaces that are used to control the execution of, and communication
of inputs and outputs, of Transactions and Frames.

Virtual Machine (VM)

A Virtual Machine (VM) is a self-contained operating environment, managed by the VMMS, and that
behaves as if it were a separate computer (as defined in Clause 10.1.1.3). TPCx-V requires that there shall
be three VMs per Group: one Tier A VM and two transactional specific Tier B VMs.

Virtual Machine Management Software (VMMS)

Commonly referred to as a Hypervisor, Virtual Machine Management Software (VMMS) is a
commercially available framework or methodology of dividing the resources of a system into multiple
computing environments. Each of these computing environments allows a completely isolated software
stack including an operating system to run in complete isolation from anything else running on the

system. The VMMS allows for the creation of multiple computing environments on the same system.

A VMMS cannot be implemented by the static partitioning of a system at boot time or by any static
partitioning that may take place through operator intervention. A VMMS cannot act as the Operating
System that manages the Application(s) running inside a VM.
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AllT/O devices must be virtualized by the VMMS or by the I/O controller managing the I/ O devices.

The same I/ O virtualization technology must work with a large number of VMs (number of VMs greater
than number of controllers).

A Virtualization Environment consists of one physical Node managed by one VMMS.

VM1

A Virtual Machine (VM) that implement the Tier A functionality of a Group.

VM2

A Virtual Machine (VM) that is a component of the Tier B of a Group, and executes the two Decision
Support queries.

VM3

A Virtual Machine (VM) that is a component of the Tier B of a Group, and executes the 7 OLTP
transactions.
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1.2

Business and Application Environment

TPC Express Benchmark V is composed of a set of transactional operations designed to exercise system
functionalities in a manner representative of complex OLTP application environments. These
transactional operations have been given a life-like context to help users relate intuitively to the
components of the benchmark.

A typical business requires multiple applications to manage a variety of operations. Often these
applications have been located on separate systems. With advances in virtualization technologies and in
the strength of computing resources, it is now possible to co-locate these applications on the same system.

While it may be possible to install and use multiple applications in a single system image, there can be

advantages to maintaining the applications in distinct virtual machines (VMs):

e Duplicate applications may require separation of data to serve multiple regions or customer sets;

e Dissimilar applications may have some duplicate naming challenges where separation is desirable;

e It may be desirable to restrict the user group of one application from accessing data used by another
application;

e There may be accounting reasons for identifying the amount of computing resources required by
each application;

e There may be a desire to isolate maintenance operations of each application, so as not to disrupt
service on other applications;

e There may be a need to separate the application interface to end users from the interface to the
database, as is found in many 3-tiered application environments.

In short, depending on the size of the business and the size of the system used, the business model of

TPCx-V may be viewed as a “Data Center in a Box”, with a wide variety of applications, including both
database tiers and application-management tiers all residing on logically distinct VMs within a single
computer system. The following diagram illustrates the potential complexity of the business model
portrayed in the benchmark.

Additional applications as
company grows

Customer
setA

Market

Consumer Analysis
\ Trading Application
S m
( Application
N

Business Model: Data Center in a Box

However, the complexities of the modeled environment do not lend itself well for a measureable,

repeatable performance benchmark. Consequently, the TPCx-V benchmark application is a simplified
view of this complex environment — retaining most of the key features of the business model, while
enhancing the ability to provide meaningful and comparable benchmark results.

The following diagram represents this simplified view:
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Simplified VM Components

The benchmark has been reduced to simplified form of the virtualized environment. Each group of
Application Interface, Update-Intensive and Read-Intensive VMs is a distinct “Group”. A Tile comprises
four Groups, with 1 to 6 identical Tiles per configuration. The total load on the system determines the

size of each Tile and the number of Tiles. Tiles are logically distinct from each other from an application
perspective, although the benchmark driver may coordinate the amount of work being required of each

Tile.

Note: To provide a meaningful application environment with database components and transactions that
are relevant and understandable, the application environment defined for the TPC-E benchmark is
employed. TPC-E is altered to provide the desired read-intensive and update-intensive environments,
shown above. While TPC-E uses a business model of a brokerage house with transactions driven from

multiple sources, the deployment of the adjusted application in TPCx-V is intended to represent a wide
variety of OLTP-based applications that could be employed in a virtualized computing environment.

There is one other critical aspect to the business model for a virtualized environment. This is the concept
of workload dynamics. Performance benchmarks are typically measured in “steady state”, where the
flow of work requests is adjusted to meet the capabilities of the system. For a single application, this can
provide a satisfactory answer, but not for a virtualized environment.

The following diagram illustrates the existence of workload dynamics in the business model for TPCx-V
Each application may vary between the minimum and maximum requirements, depending on such
things as time zone, time of day, time of year or introduction of a new product. To accommodate each of
the four applications represented on separate systems, the total compute power required is represented
by the “Total Separate” bar. However, in the chosen business model, the peak workload demands for
each application are not simultaneous. One workload may be at a peak when another is at a valley,
allowing computer resources to be shifted from the low-use application to the high-use one for some
period of time, and shifting the resources to another high-demand application at a subsequent point. This
allows the total configured capacity to be more like the bar marked “Virtualized.”
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In the environment modeled by the benchmark, the dynamic nature of each workload could be dictated
by a wide variety of influences that result in an unpredictable shifting of resources and an equally
unpredictable amount of overall system output. As with the complexity of the modeled application
environment, this level of workload dynamics is not easily repeated to deliver comparable
measurements. Since the primary requirement of the virtualized environment for this situation is the
ability to dynamically allocate resources to the VMs that are in high demand, it is sufficient to define a
workflow time line that shifts workload demands among the VMs in a predictable manner, as illustrated,
below. 0 is for demonstration purposes. Clause 5.2 specifies the actual number and properties of the

Elasticity Phases.

N\
.

) Relatlve Workload Demands

Elasticity Phases

TPCx-V models the activity of brokerage firm that must manage customer accounts, execute customer

trade orders, and be responsible for the interactions of customers with financial markets. TPCx-V does
not attempt to be a model of how to build an actual application. The following diagram illustrates the
transaction flow of the business model portrayed in the benchmark:
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The purpose of a benchmark is to reduce the diversity of operations found in a production application,
while retaining the application's essential performance characteristics so that the workload can be
representative of a production system. A large number of functions have to be performed to manage a
production brokerage system. Many of these functions are not of primary interest for performance
analysis, since they are proportionally small in terms of system resource utilization or in terms of
frequency of execution. Although these functions are vital for a production system, they merely create

excessive diversity in the context of a standard benchmark and have been omitted in TPCx-V.

The Company portrayed by the benchmark is a brokerage firm with customers who generate transactions
related to trades, account inquiries, and market research. The brokerage firm in turn interacts with
financial markets to execute orders on behalf of the customers and updates relevant account information.

The number of customers defined for the brokerage firm can be varied to represent the workloads of
different size businesses.

The TPCx-V benchmark is composed of a set of transactions that are executed against three sets of
database tables that represent market data, customer data, and broker data. A fourth set of tables
contains generic dimension data such as zip codes. The following diagram illustrates the key
components of the environment:
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1.3

1.3.1

1.3.2

1.3.3

Brokers

'\I/'

Invoke the following transactions ...

*Trade-Update

________________________________________________

i READ-WRITE i: READ-ONLY i
E *Market-Feed ii *Broker-Volume *Security-Detail |
I «Trade-Order ', *Customer-Position  *Trade-Lookup i
i +Trade-Result EE *Market-Watch *Trade-Status |
| § ’

Customer Data

Market Data

The benchmark has been reduced to simplified form of the application environment. To measure the
performance of the OLTP system, a simple Driver generates Transactions and their inputs, submits them

to the System Under Test, and measures the rate of completed Transactions being returned. To simplify
the benchmark and focus on the core transactional performance, all application functions related to user

interface and display functions have been excluded from the benchmark. The System Under Test is
focused on portraying the components found on the server side of a transaction monitor or application
server.

Application Components

Transaction Summary

Broker-Volume

The Broker-Volume Transaction is designed to emulate a brokerage house’s “up-to-the-minute” internal

business processing. An example of a Broker-Volume Transaction would be a manager generating a
report on the current performance potential of various brokers.

Customer-Position

The Customer-Position Transaction is designed to emulate the process of retrieving the customer’s
profile and summarizing their overall standing based on current market values for all assets. This is
representative of the work performed when a customer asks the question “What am I worth today?”

Market-Feed

The Market-Feed Transaction is designed to emulate the process of tracking the current market activity.
This is representative of the brokerage house processing the “ticker-tape” from the market exchange.
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1.3.4

1.3.5

1.3.6

1.3.7

1.3.8

1.3.9

1.3.10

Market-Watch

The Market-Watch Transaction is designed to emulate the process of monitoring the overall performance
of the market by allowing a customer to track the current daily trend (up or down) of a collection of
securities. The collection of securities being monitored may be based upon a customer’s current holdings,
a customer’s watch list of prospective securities, or a particular industry.

Security-Detail

The Security-Detail Transaction is designed to emulate the process of accessing detailed information on
a particular security. This is representative of a customer doing research on a security prior to making a
decision about whether or not to execute a trade.

Trade-Lookup

The Trade-Lookup Transaction is designed to emulate information retrieval by either a customer or a
broker to satisfy their questions regarding a set of trades. The various sets of trades are chosen such that
the work is representative of:

e performing general market analysis
e reviewing trades for a period of time prior to the most recent account statement
e analyzing past performance of a particular security

e analyzing the history of a particular customer holding

Trade-Order

The Trade Order Transaction is designed to emulate the process of buying or selling a security by a
Customer, Broker, or authorized third-party. If the person executing the trade order is not the account
owner, the Transaction will verify that the person has the appropriate authorization to perform the trade
order. The Transaction allows the person trading to execute buys at the current market price, sells at the
current market price, or limit buys and sells at a requested price. The Transaction also provides an
estimate of the financial impact of the proposed trade by providing profit/loss data, tax implications,
and anticipated commission fees. This allows the trader to evaluate the desirability of the proposed
security trade before either submitting or canceling the trade.

Trade-Result

The Trade-Result Transaction is designed to emulate the process of completing a stock market trade.
This is representative of a brokerage house receiving from the market exchange the final confirmation
and price for the trade. The customer’s holdings are updated to reflect that the trade has completed.
Estimates generated when the trade was ordered for the broker commission and other similar quantities
are replaced with the actual numbers and historical information about the trade is recorded for later
reference.

Trade-Status

The Trade-Status Transaction is designed to emulate the process of providing an update on the status of
a particular set of trades. It is representative of a customer reviewing a summary of the recent trading
activity for one of their accounts.

Trade-Update

The Trade-Update Transaction is designed to emulate the process of making minor corrections or
updates to a set of trades. This is analogous to a customer or broker reviewing a set of trades, and
discovering that some minor editorial corrections are required. The various sets of trades are chosen such
that the work is representative of:

e reviewing general market trends
e reviewing trades for a period of time prior to the most recent account statement

e reviewing past performance of a particular security
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1.3.11 Data-Maintenance

The Data-Maintenance Transaction is designed to emulate the periodic modifications to data that is
mainly static and used for reference. This is analogous to updating data that seldom changes.

1.3.12 Trade-Cleanup

The Trade-Cleanup Transaction is used to cancel any pending or submitted trades from the database.
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1.4

14.1

14.1.1

1.4.1.2

1.4.1.3

14.1.4

1.4.1.5

1.4.2

1421

1.4.2.2

1.4.2.3

1.4.3

1.4.3.1

1.4.3.2

1.4.3.3

Model Description

Entity Relationships

Trading in TPCx-V is done by Accounts. Accounts belong to Customers. Customers are serviced by
Brokers. Accounts trade Securities that are issued by Companies.

The total set of Securities that can be traded is 6,850 and the total set of Companies is 5,000. For each
Company, there is one common share, plus 0-4 preferred shares.

All Companies belong to one of the 102 Industries. Each Industry belongs to one of the 12 market
Sectors.

Each Account picks its average of ten Securities to trade from across the entire range of Securities.

Securities to be traded can be identified by the security symbol or by the company name and security
issue.

Differences between Customer Tiers

The basic scaling unit of a TPCx-V database is a set of 1,000 Customers. 20% of each 1,000 Customers
belong to Tier 1, 60% to Tier 2, and 20% to Tier 3. Tier 2 Customers trade twice as often as Tier 1
Customers. Tier 3 Customers trade three times as often as Tier 1 Customers. In general, customer
trading is non-uniform by tier within each set of 1,000 Customers.

Tier 1 Customers have 1 to 4 Accounts (average 2.5). Tier 2 Customers have 2 to 8 Accounts (average
5.0). Tier 3 Customers have 5 to 10 Accounts (average 7.5). Overall, there is an average of five Accounts
per Customer.

The minimum and maximum number of Securities that are traded by each Account varies by Customer
Tier and by the number of Accounts for each Customer. The average number of Securities traded per
Account is ten (so the average number of Securities traded per Customer is fifty). For each Account, the
same set of Securities is traded for both the initial database population and for any Test Run.

Trade Types

Trade requests come in two basic flavors: Buy (50%) and Sell (50%). Those are further broken down into
Trade Types, depending on whether the request was a Market Order (60%) or a Limit Order (40%).

For Market Orders, the two trade types are Market-Buy (30%) and Market-Sell (30%). For Limit Orders,
the three trade types are Limit-Buy (20%), Limit-Sell (10%) and Stop-Loss (10%).

Market-Buy and Market-Sell are trade requests to buy and sell immediately at the current market price,
whatever price that may be. Limit-Buy is a request to buy only when the market price is at or below the
specified limit price. Limit-Sell is a request to sell only when the market price is at or above the
specified limit price. Stop-Loss is a request to sell only when (or if) the market price drops to or below
the specified limit price.
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1.4.3.4

1.4.4

1.4.4.1

1.4.4.2

1.4.4.3

14.4.4

1.4.4.5

1.4.4.6

1.5

1.5.1

If the specified limit price has not been reached when the Limit Order is requested, it is considered an
Out-of-the-Money request and remains “Pending” until the specified limit price is reached. Reaching
the limit price is guaranteed to occur within 6 minutes based on VGenDriverMEE implementation
details. The act of noticing that a “Pending” limit request has reached or exceeded its specified limit
price and submitting it to the market exchange to be traded is known as triggering of the pending limit
order.

Effects of Trading on Holdings

For a given account and security, holdings will be either all long (positive quantities) or all short
(negative quantities).

Long positions represent shares of the security that were bought (purchased and paid for) by the
customer for the account. The customer owns the shares of the security and may sell them at a later
time (hopefully, for a higher price).

Short positions represent shares of the security that were borrowed from the broker (or Brokerage) and
were sold by the customer for the account. In the short sale case, the customer has received the funds
from that sell, but still has to cover the sell by later purchasing an equal number of shares (hopefully at
a lower price) from the market and returning those shares to the broker.

Before VGenLoader runs, there are no trades and no positions in any security for any account.
VGenLoader simulates running the benchmark for 125 Business Days of initial trading, so that the
initial database will be ready for benchmark execution.

If the first trade for a security in an account is a buy, a long position will be established (positive
quantity in HOLDING row). Subsequent buys in the same account for the same security will add
holding rows with positive quantities. Subsequent sells will reduce holding quantities or delete holding
rows to satisfy the sell trade. All holdings may be eliminated, in which case the position becomes
empty. If the sell quantity still is not satisfied, the position changes from long to short (see below).

If the first trade for a security in an account is a sell, a short position will be established (negative
quantity in HOLDING row). Subsequent sells in the same account for the same security will add
holding rows with negative quantities. Subsequent buys will reduce holding quantities (toward zero)
or delete holding rows to satisfy the buy trade. All holdings may be eliminated, in which case the
position becomes empty. If the buy quantity still is not satisfied, the position changes from short to
long.

TPCx-V Benchmark Kit

Kit Contents
The TPCx-V kit contains the following components:
e The TPCx-V User’s Guide

e Java and C++ code to implement the driver, the database access code in Tier A, an Executive
Summary Statement producer, and auditing tools

e DML (stored procedures) to implement the body of transactions

¢ DDL (including shell scripts) to create the schema and populate the database
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1.5.2

1.5.3

1.5.4

1.5.5

1.5.6

1.5.7

e Various bash scripts, which invoke the above application programs to run a test, produce the
Executive Summary Statement, validate the results, and perform basic tasks outlines in Clause 9 .
The scripts also collect statistics to assist the Test Sponsor in tuning the configuration.

DBMS

PostgreSQL is the database used by the TPCx-V Benchmark Kit. The benchmark was originally
developed on version 9.3 of PostgreSQL.The Test Sponsor may choose to use newer, supported versions

of PostgreSQL when they become available.
Operating System

Red Hat Enterprise Linux is the operating system used by the TPCx-V Benchmark Kit. The benchmark
was originally developed on version 7.6 of RHEL. The Test Sponsor may choose to use newer, supported

versions of RHEL when they become available.
Kit Usage

To submit a compliant TPCx-V benchmark result, the Test Sponsor is required to use the TPCx-V kit as
provided, except for modifications explicitly listed in 1.5.6 and 1.5.7.

The kit must be used as outlined in the TPCx-V User’s Guide.
The output of the TPCx-V kit is called the run report, which includes the following

1. Executive Summary
2. Validation and audit files
3. Supporting files

If there is a conflict between the TPCx-V specification and the TPC provided code, the TPC provided
code prevails.

Configuration Files

The TPCx-V Benchmark Kit reads the VM network (NetBIOS) names, port numbers, database sizes,
Measurement Interval Length, etc. from the configuration file vcfg.properties. The file testbed.properties
has the SUT information used in producing the Executive Summary Statement at the completion of a
Test Run.

The contents of vcfg.properties and testbed.properties that are included in the Benchmark Kit are generic,
and need to be changed by the Test Sponsor to conform to the actual System Under Test. These two files
are the only parts of the Benchmark Kit that the Test Sponsor is permitted to modify.

The runtime.properties file is a configuration file produced by the benchmark that reports the
configuration actually used during a benchmark run, whereas the vcfg.properties and testbed.properties
files are input files that are used to configure a benchmark run or create a report.

Addressing Errors in the TPCx-V Benchmark Kit

If a Test Sponsor must correct an error in the TPCx-V Benchmark Kit in order to publish a Result, the
following steps must be performed:

1. The error must be reported to the TPC, following the method described in clause 1.5.8, no later than
the time when the Result is submitted.

4. The error and the modification used to correct the error must be reported in the FDR, as described in
clause 8.4.4.1.

5. The modification used to correct the error must be reviewed by a TPC-Certified Auditor or the Pre-
Publication Board.
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1.5.8

1.5.8.1

1.5.8.2

1.5.9

Furthermore, the modification and any consequences of the modification may be used as the basis for a
non-compliance challenge.

Process for Reporting Issues with the TPCx-V Benchmark Kit

The TPCx-V Benchmark Kit has been tested on a variety of platforms. None-the-less, it is impossible to
guarantee that the TPCx-V Benchmark Kit is functionally correct in all aspects or will run correctly on

all platforms. It is the Test Sponsor's responsibility to ensure the TPCx-V Benchmark Kit runs correctly
in their environment(s).

Portability Issues

If a Sponsor believes there is a portability issue with the TPCx-V Benchmark Kit, the Sponsor must:
e Document the exact nature of the portability issue.
e Document the exact nature of the proposed fix.

e Contact the TPC Administrator with the above specified documentation (hard or soft copy is

acceptable) and clearly state that this is a TPCx-V Benchmark Kit portability issue. The Sponsor
must provide return contact information (e.g. Name, Address, Phone number, Email).

The TPC will provide an initial response to the Sponsor within 7 days of receiving notification of the
portability issue. This does not guarantee resolution of the issue within 7 days.

If the TPC approves the request, the Sponsor will be contacted with detailed instructions on how to
proceed. Possible methods of resolution include:

e The TPC releasing an updated specification and the TPCx-V Benchmark Kit update

e The TPC issuing a formal waiver documenting the allowed changes to the TPCx-V Benchmark Kit.

In the event a waiver is issued and used by the Sponsor, certain documentation policies apply (see
Clause 8.4.4.1).

e Comment: An anticpited instance of such a porting issue is when a test sponsor uses a newer version
of PostgreSQL or Red Hat Enterprise Linux, requiring a minor change to the kit to allow it to run on
this new version.

If the TPC does not approve the request, the TPC will provide an explanation to the Sponsor of why the

request was not approved. The TPC may also provide an alternative solution that would be deemed
acceptable by the TPC.

Other Issues

For any other issues with the TPCx-V Benchmark Kit, the Sponsor must:
Document the exact nature of the issue.
b. Document the exact nature of the proposed fix.

c. Contact the TPC Administrator with the above specified documentation (hard or soft copy is
acceptable) and clearly state that this is a TPCx-V Benchmark Kit issue not related to portability.
The Sponsor must provide return contact information (e.g. Name, Address, Phone number, Email).

Submitting TPCx-V Benchmark Kit Enhancement Suggestions
As aresult of using the TPCx-V Benchmark Kit, Test Sponsors may have suggestions for enhancements.
To submit a suggestion the Sponsor must:
a. Document the exact nature of the proposed enhancement
Document any proposed implementation for the enhancement

Contact the TPC Administrator with the above specified documentation (hard or soft copy is
acceptable) and clearly state that this is a TPCx-V Benchmark Kit enhancement suggestion. The
Sponsor must provide return contact information (e.g. Name, Address, Phone number, Email).
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1.5.10

1.5.11

The TPC does not guarantee acceptance of any submitted suggestion. However, all constructive
suggestions will be reviewed by the TPC, and a response will be provided to the Test Sponsor.

Future Kit Releases

If a Test Sponsor would like a future release of the TPCx-V Benchmark Kit to include new scripts or

changes to existing script, then the Test Sponsor can donate the scripts or script code changes to the TPC,
and work with the TPC to incorporate them in the next release.

If a Test Sponsor would like to see changes made to the Java or C++ code of the kit, then the changes
should be provided to the TPC for potential inclusion in the next release of the TPCx-V Benchmark Kit.

Comment: It is the intention of the TPC to encourage contribution of code that fixes bugs or allows the
benchmark to run in new environments, and the Council will strive to release such changes with an
accelerated release schedule. Java and C++ code changes that alter the characteristics of the kit will need
to go through a rigorous testing and prototyping phase before approval by the Council.

Common kit with TPCx-HCI

The two benchmarks TPCx-V and TPCx-HCI share the same Benchmark Kit. Although the same
Benchmark Kit may be used for both TPCx-V and TPCx-HCI benchmarks, the results of the TPCx-V
and TPCx-HCI benchmarks may not be compared against each other.
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CLAUSE 2 DATABASE DESIGN, SCALING & POPULATION

21

211

2.1.1.1

2.1.1.2

2.2

Introduction

The TPCx-V database is defined to consist of 33 separate and individual tables. Each VM in a Group shall
contain all of these tables even though some tables may not be referenced by the transactions that are

executed on that VM. The tables shall be scaled according to the contribution of that Group to the overall
throughput as defined in Clause 2.6. Each VM has a schema independent of other VMs. The database
schema is organized into four sets of tables:

e Customer Tables include 9 tables that contain information about the customers of the brokerage
firm.

e Broker Tables include 9 tables that contain information about the brokerage firm and broker related
data.

e Market Tables include 11 tables that contain information about companies, markets, exchanges, and
industry sectors.

e Dimension Tables include 4 dimension tables that contain common information such as addresses
and zip codes.

The relationship between the tables and the requirements governing their use are outlined in the
remaining sections of Clause 2.

Definitions

A Primary Key is a single column or combination of columns that uniquely identifies a row. None of
the columns that are part of the Primary Key may be nullable. A table must have no more than one
Primary Key.

A Foreign Key (FK) is a column or combination of columns used to establish and enforce a link
between the data in two tables. A link is created between two tables by adding the column or columns
that hold one table's Primary Key values to the other table. This column becomes a Foreign Key in the
second table.

TPCx-V Database Schema and Table Definitions

Details of the TPCx-V database schema, the data type requirements, the required structure of each
individual table, the entity relationship between tables and the individual column restrictions are defined
in this clause.
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221

2211

2212

2213

2214

2215

2.2.1.6

2217

2.2.1.8

Data Type Definitions

A Native Data Type is a built-in data type of the DBMS whose documented purpose is to store data of
a particular type described in the specification. For example, DATETIME must be implemented with a
built-in data type of the DBMS designed to store date-time information.

CHAR(n) means a character string that can hold up to n single-byte characters. Strings may be padded
with spaces to the maximum length. CHAR(n) must be implemented using a Native Data Type.

NUM(m[,n]) means an unsigned numeric value with at least m total Digits, of which n Digits are to the
right (after) the decimal point. The data type must be able to hold all possible values that can be
expressed as NUM(m[,n]). Omitting n, as in NUM(m), indicates the same as NUM(m,0). NUM must be
implemented using a Native Data Type.

SNUM(m[,n]) is identical to NUM(m[,n]) except that it can represent both positive and negative values.
SNUM must be implemented using a Native Data Type.

Comment: A SNUM data type may be used (at the Sponsor’s discretion) anywhere a NUM data type is
specified.

ENUM(m[,n]) or SENUM(m[,n]) means an exact numeric value (unsigned or signed, respectively).
ENUM and SENUM are identical to NUM and SNUM, respectively, except that they must be
implemented using a Native Data Type that provides exact representation of at least n Digits of
precision after the decimal place.

Comment: A numeric data type provides either exact or approximate representation of numeric values.

For example, INTEGER and DECIMAL are exact numeric data types and REAL and FLOAT are
approximate numeric data types (based on ANSI SQL definitions).

BOOLEAN is a data type capable of holding at least two distinct values that represent FALSE and
TRUE.
Comment: The convention in this document, as well as the implementation of VGen, is that the value zero

(0) denotes FALSE and the value one (1) denotes TRUE.

DATE represents the data type of date with a granularity of a day and must be able to support the
range of January 1, 1800 to December 31, 2199, inclusive. DATE must be implemented using a Native
Data Type.

Comment: A time component is not required but may be implemented.
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2.2.19

2.2.1.10

2.2.1.11

222

2221

2222

DATETIME represents the data type for a date value that includes a time component. The date
component must meet all requirements of the DATE data type. The time component must be capable of
representing the range of time values from 00:00:00 to 23:59:59. Fractional seconds may be
implemented, but are not required. DATETIME must be implemented using a Native Data Type.

BLOB(n) is a data type capable of holding a variable length binary object of n bytes.

BLOB_REEF is a data type capable of referencing a BLOB(n) object that is stored outside the table on the
SUT.

Meta-type Definitions

The following meta-types are defined for ease of notation. These meta-types may be implemented using
the underlying data type on which each is defined. There is no requirement to implement the meta-types

as user-defined types in the DBMS. A meta-type may be implemented using a user-defined type in the
DBMS as long as the user-defined type incorporates a Native Data Type where required and inherits
the properties of that Native Data Type.

IDENT_T is defined as NUM(11) and is used to hold non-trade identifiers.

TRADE_T is defined as NUM(15) and is used to hold trade identifiers.
Trade identifiers have the following characteristics:

e They must be unique.

e They may be sparse.

e Atload time they are generated by VGenLoader.

e Atrun time they are generated by Sponsor provided code.

e The VGenLoader code will not associate trade identifiers with Date/time or customer identifier or
account identifiers. No assumptions may be made about trade identifier sequencing.
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2224

2225

2226

2227

2228

223

FIN_AGG_T is defined as SENUM(15,2) and is used for holding aggregated financial data such as
revenue figures, valuations, and asset values.

S_PRICE_T is defined as ENUM(8,2) and is used for holding the value of a share price.

S_COUNT_T is defined as NUM(12) and is used for holding the aggregate count of shares used in
many tables.

S_QTY_T is defined as SNUM(6) and is used for holding the quantity of shares per individual trade.

BALANCE_T is defined as SENUM(12,2) and is used for holding aggregate account and transaction
related values such as account balances, total commissions, etc.

VALUE_T is defined as SENUM(10,2) and is used for holding non-aggregated transaction and security
related values such as cost, dividend, etc.

General Schema Items

The following table lists the category, prefix and the name for all TPCx-V required tables in the
benchmark.

Category Table Name Table Prefix Definition
ACCOUNT_PERMISSION AP_ Clause 2.2.4.1
CUSTOMER C_ Clause 2.2.4.2
CUSTOMER_ACCOUNT CA_ Clause 2.2.4.3
CUSTOMER_TAXRATE CX_ Clause 2.2.4.4
CUSTOMER HOLDING H_ Clause 2.2.4.5
HOLDING_HISTORY HH_ Clause 2.2.4.6
HOLDING_SUMMARY HS_ Clause 2.2.4.7
WATCH_ITEM WIL_ Clause 2.2.4.8
WATCH_LIST WL_ Clause 2.2.4.9
BROKER B_ Clause 2.2.5.1
CASH_TRANSACTION CT_ Clause 2.2.5.2
CHARGE CH_ Clause 2.2.5.3
COMMISSION_RATE CR_ Clause 2.2.5.4
BROKER SETTLEMENT SE_ Clause 2.2.5.5
TRADE T_ Clause 2.2.5.6
TRADE_HISTORY TH_ Clause 2.2.5.7
TRADE_REQUEST TR_ Clause 2.2.5.8
TRADE_TYPE TT_ Clause 2.2.5.9
COMPANY CO_ Clause 2.2.6.1
COMPANY_COMPETITOR CP_ Clause 2.2.6.2
DAILY_MARKET DM_ Clause 2.2.6.3
EXCHANGE EX_ Clause 2.2.6.4
MARKET
FINANCIAL FI_ Clause 2.2.6.5
INDUSTRY IN_ Clause 2.2.6.6
LAST_TRADE LT_ Clause 2.2.6.7
NEWS_ITEM NIL_ Clause 2.2.6.8
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Category Table Name Table Prefix Definition
NEWS_XREF NX_ Clause 2.2.6.9
SECTOR SC_ Clause 2.2.6.10
SECURITY S_ Clause 2.2.6.11
ADDRESS AD_ Clause 2.2.7.1
STATUS_TYPE ST_ Clause 2.2.7.2
DIMENSION
TAXRATE TX_ Clause 2.2.7.3
ZIP_CODE ZC_ Clause 2.2.7.4

2231  The Primary Key references defined in this section must be maintained by the database during a Test
Run. The Primary Keys are marked with PK or PK+ in the Relations field for each table definition. PK
indicates that the column is the table’s Primary Key while PK+ indicates that the column is part of a
composite (multi-column) Primary Key.

2232  The Foreign Key references defined in this section must be maintained by the database during a Test
Run. The Foreign Keys are marked with FK () or FK+ () in the Relations field for each table definition.
FK () indicates a single-column Foreign Key while FK+ () indicates that the column is part of a
composite (multi-column) Foreign Key. The table prefix enclosed in the parenthesis indicates the
target table for the Foreign Key reference.

2233  The constraints defined in this section must be enforced by the database during a Test Run. The
constraints are listed in the Constraints column for each table definition.

Comment: Unless a Not Null constraint is present, a column must allow Null.

2234  For each TPCx-V required table, the columns can be implemented in any order, using any physical
representation available from the tested system that satisfies the schema data type requirements.

224 Customer Tables

These groups of tables contain information about customer related data.

2241 ACCOUNT_PERMISSION

This table contains information about the access the customer or an individual other than the customer
has to a given customer account. Customer accounts may have trades executed on them by more than
one person.

Table Prefix: AP_

Column Name Data Type Constraints |Relations Description
PK+ . .
AP_CA_ID IDENT_T Not Null Customer account identifier.
FK (CA_)

Access Control List defining the
AP_ACL CHAR(4) Not Null permissions the person has on the
customer account.

Tax identifier of the person with access

AP_TAX_ID CHAR(20) Not Null PK+
to the customer account.
AP L NAME CHAR(25) Not Null {fst name of the person with access to
e customer account.
AP_F_NAME CHAR(20) Not Null First name of the person with access to

the customer account.
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2242 CUSTOMER
This table contains information about the customers of the brokerage firm.
Table Prefix: C_

Column Name Data Type Constraints |Relations Description

C.ID IDENT T Not Null PK Sii;oniiriﬂg?gfaigé I111.sed internally to link
Customer’s tax identifier, used externally

C_TAX_ID CHAR(20) Not Null on communication to the customer. Is
alphanumeric.

C_STID CHARW  [NotNull |FK(ST) | oot ot

C_L_NAME CHAR(25) Not Null Primary Customer's last name.

C_F_NAME CHAR(20) Not Null Primary Customer's first name.

C_M_NAME CHAR(1) Primary Customer's middle name initial

crAR0) o th primary coner, Vo
Customer tier: tier 1 accounts are charged

Noway {5 I fod and 3 sceoumts heve th
lowest fees.

C_DOB DATE Not Null Customer’s date of birth.

C_AD ID IDENT T Not Null FK (AD.) aA(;l(ﬂl;essbs identifier of the customer's

C_CTRY_1 CHAR(@3) Country code for Customer's phone 1.

C_AREA_1 CHAR(@3) Area code for customer’s phone 1.

C_LOCAL_1 CHAR(10) Local number for customer’s phone 1.

C_EXT_1 CHAR(5) Extension number for Customer’s phone 1.

C_CTRY_2 CHAR(@3) Country code for Customer's phone 2.

C_AREA_2 CHAR(@3) Area code for Customer’s phone 2.

C_LOCAL_2 CHAR(10) Local number for Customer’s phone 2.

C_EXT_2 CHAR(5) Extension number for Customer’s phone 2.

C_CTRY_3 CHAR(@3) Country code for Customer's phone 3.

C_AREA_3 CHAR(@3) Area code for Customer’s phone 3.

C_LOCAL_3 CHAR(10) Local number for Customer’s phone 3.

C_EXT_3 CHAR(5) Extension number for Customer’s phone 3.

C_EMAIL_1 CHAR(50) Customer's e-mail address 1.

C_EMAIL_2 CHAR(50) Customer's e-mail address 2.

2.24.3 CUSTOMER_ACCOUNT

The CUSTOMER_ACCOUNT table contains account information related to accounts of each customer.
Table Prefix: CA_

Column Name Data Type Constraints |Relations Description

CA_ID IDENT_T Not Null PK Customer account identifier.

CA_B_ID IDENT T Not Null FK (B.) Broker 1den.t1f1er of the broker who
manages this customer account.

CA_C.ID IDENT T Not Null FK (C ) Customgr identifier of the customer who
owns this account.
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2245

2.2.4.6

Column Name

Data Type

Constraints

Relations

Description

CA_NAME

CHAR(50)

Name of customer account. Example,
"Trish Hogan 401(k)".

CA_TAX_ST

NUM(1)

Not Null
in0,1,2

Tax status of this account: 0 means this
account is not taxable, 1 means this
account is taxable and tax must be
withheld, 2 means this account is taxable
and tax does not have to be withheld.

CA_BAL

BALANCE_T

Not Null

Account’s cash balance.

CUSTOMER_TAXRATE

The table contains two references per customer into the TAXRATE table. One reference is for
state / province tax; the other one is for national tax. The TAXRATE table contains the actual tax rates.

Table Prefix: CX_

Column Name Data Type Constraints |Relations Description
PK+

CX_TX_ID CHAR(4) Not Null Tax rate identifier.
FK (TX))
PK+ identifi

CX_C_ID IDENT T Not Null Customer 1dpnt1f1er of a customer that
FK (C) must pay this tax rate.

HOLDING

The table contains information about the customer account’s security holdings.

Table Prefix: H_

Column Name Data Type Constraints |Relations Description
PK
H_T_ID TRADE_T Not Null FK (T) Trade Identifier of the trade.
H_CA_ID IDENT_T Not Null FK+ (HS.) Customer account identifier.
H_S_SYMB CHAR(15) Not Null FK+ (HS.) Symbol for the security held.
H_DTS DATETIME Not Null Date this security was purchased or sold.
Not Null . . . .
H_PRICE S_PRICE_T 0 Unit purchase price of this security.
>
H_QTY S_QTY_T Not Null Quantity of this security held.

HOLDING_HISTORY

The table contains information about holding positions that were inserted, updated or deleted and which

trades made each change.

Table Prefix: HH_

Column Name Data Type Constraints |Relations Description
Trade Identifier of the trade that
PK+ originally created the holding row. This
HH_H_T_ID TRADE_T Not Null FK (T ) is a Foreign Key to the TRADE table
- rather than the HOLDING table because
the HOLDING row could be deleted.
PK+ Trade Identifier of the current trade (the
HH_T_ID TRADE_T Not Null one that last inserted, updated or deleted
FK(T) the holding identified by HH_H_T_ID).
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Column Name Data Type Constraints |Relations Description

Quantity of this security held before the
HH_ BEFORE_QTY S QTY_T Not Null modifying trade. On initial insertion,
HH_BEFORE_QTY is 0.

Quantity of this security held after the
modifying trade. If the HOLDING row
gets deleted by the modifying trade,
then HH_AFTER_QTY is 0.

HH_ AFTER_QTY S QTY_T Not Null

2.2.4.7 HOLDING_SUMMARY
The table contains aggregate information about the customer account’s security holdings.
Table Prefix: HS_

Column Name Data Type Constraints |Relations Description
PK+
HS_CA_ID IDENT_T Not Null Customer account identifier.
FK (CA_)
PK+ .
HS S SYMB CHAR(15) Not Null FK (S.) Symbol for the security held.
HS_QTY S_QTY_T Not Null Total quantity of this security held.

Comment: HOLDING_SUMMARY may be implemented as a view on HOLDING, in which case the
HOLDING Foreign Key references to HOLDING_SUMMARY are automatically met. However, the
HOLDING_SUMMARY Foreign Key references to CA_ and S_ must then be adopted and met by

HOLDING.

2.2.4.8 WATCH_ITEM
The table contains list of securities to watch for a watch list.
Table Prefix: WI_

Column Name Data Type Constraints |Relations Description

PK+
WI_WL_ID IDENT_T Not Null Watch list identifier.

FK (WL_)

PK+ .
WI_S_SYMB CHAR(15) Not Null FK (S.) Symbol of the security to watch.

2.24.9 WATCH_LIST
The table contains information about the customer who created this watch list.
Table Prefix: WL_

Column Name Data Type Constraints |Relations Description

WL_ID IDENT_T Not Null PK Watch list identifier.

Identifier of customer who created this

WL_C_ID IDENT_T Not Null FK (C) watch List
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2.2.5 Broker Tables

This group of tables contains data related to the brokerage firm and brokers.

2.25.1 BROKER
The table contains information about brokers.

Table Prefix: B_

Column Name Data Type Constraints |Relations Description
B_ID IDENT_T Not Null PK Broker identifier.
B_ST ID CHAR(4) Not Null FK (ST) Broker status type identifier; identifies if

this broker is active or not.

B_NAME CHAR(49) Not Null Broker's name.

Number of trades this broker has

B_NUM_TRADES NUM(9) Not Null
executed so far.

Amount of commission this broker has

B_COMM_TOTAL BALANCE_T Not Null
earned so far.

2.2.5.2 CASH_TRANSACTION
The table contains information about cash transactions.

Table Prefix: CT_

Column Name Data Type Constraints |Relations Description
PK

CT_T_ID TRADE_T Not Null Trade identifier.
FK(T)

Date and time stamp of when the

CT_DTS DATETIME Not Null X
transaction took place.

CT_AMT VALUE_T Not Null Amount of the cash transaction.

Transaction name, or description: e.g.
CT_NAME CHAR(100) “Buy Keebler Cookies”, “Cash from sale
of DuPont stock”.

2253 CHARGE

The table contains information about charges for placing a trade request. Charges are based on the
customer’s tier and the trade type.

Table Prefix: CH_

Column Name Data Type Constraints |Relations Description
PK+ . .
CH_TT_ID CHAR(@3) Not Null Trade type identifier.
FK (TT_)
Not Null .
CH_C_TIER NUM(1) . PK+ Customer’s tier.
in1,2,3
CH_CHRG VALUE_T T:otONull Charge for placing a trade request.

2254 COMMISSION_RATE

The commission rate depends on several factors: the tier the customer is in, the type of trade, the quantity
of securities traded, and the exchange that executes the trade.

Table Prefix: CR_
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Column Name Data Type Constraints |Relations Description
Not Null . .
CR_C_TIER NUM(1) 123 PK+ Customer’s tier. Valid values 1, 2 or 3.
in12,
CR TT ID CHAR() Not Null PK+ Trade Type identifier. Identifies the type
- FK (TT.) of trade.
CR EX ID CHAR(6) Not Null PK+ Exchange identifier. Identifies the
- FK (EX_) exchange the trade is against.
Not Null Lower bound of quantity being traded t
CR_FROM_QTY S QTY_T PK+ © ound ot q y Deing 0
= - - - >=0 match this commission rate.
Not Null
> Upper bound of quantity being traded to
CR_TO_QTY S_QTY_T CR_FROM_ match this commission rate.
QTY
Not Null Commission rate. Ranges from 0.00 to
CR_RATE NUM(G,2) >=0 100.00. Example: 10% is 10.00.

2.2.5.5 SETTLEMENT

The table contains information about how trades are settled: specifically whether the settlement is on
margin or in cash and when the settlement is due.

Table Prefix: SE_

Column Name Data Type Constraints |Relations Description
PK ) .
SE_T_ID TRADE_T Not Null Trade identifier.
FK(T.)
Type of cash settlement involved:
SE_CASH_TYPE CHAR(40) Not Null possible values “Margin”, “Cash
Account”.

Date by which customer or brokerage

SE_CASH_DUE_DATE DATE Not Null must receive the cash; date of trade plus
two days.
SE_AMT VALUE_T Not Null Cash amount of settlement.

2.2.5.6 TRADE
The table contains information about trades.

Table Prefix: T_

Column Name Data Type Constraints |Relations Description
T_ID TRADE_T Not Null PK Trade identifier.
T_DTS DATETIME Not Null Date and time of trade.
Status type identifier; identifies the
T ST_ID CHAR(4) Not Null FK (ST_) status of this trade.
T TT_ID CHAR() Not Null FK (TT ) Trade type identifier; identifies the type
of his trade.
Not Null is i
T 15 CASH BOOLEAN . ot Nu Is this trade a cash (1) or margin (0)
in0,1 trade?
T S_SYMB CHAR(15) Not Null FK (S.) tSreacctiler(iity symbol of the security that was
Not Null . i
T_QTY S_QTY_T 0 Quantity of securities traded.
>
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Column Name Data Type Constraints |Relations Description
Not Null o
T_BID_PRICE S PRICE_T 0 The requested unit price.
>
T_CA_ID IDENT_T Not Null FK (CA.) Customer account identifier.
T_EXEC_NAME CHAR(49) Not Null Name of the person executing the trade.
T TRADE PRICE S PRICE T Unit price at which the security was
- = = - traded.
T CHRG VALUE T Not Null Fee charged for placing this trade
B - >=0 request.
T COMM VALUE T Not Null Commission earned on this trade; may
= - >=0 be zero.
1 Amount of tax due on this trade; can be
Not Nu zero. Whether the tax is withheld from
T_TAX VALUE_T >=0 the settlement amount depends on the
customer account tax status.
If this trade is closing an existing position,
Not Null is it executed against the newest-to-
T_LIFO BOOLEAN in0 1 oldest account holdings of this security

(1=LIFO) or against the oldest-to-newest
account holdings (0=FIFO).

2.25.7 TRADE_HISTORY
The table contains the history of each trade transaction through the various states.
Table Prefix: TH_
Column Name Data Type Constraints |Relations Description
Trade identifier. This value will be used
PK+ for the corresponding T_ID in the
TH_T_ID TRADE_T Not Null TRADE and SE_T_ID in the
FK(T) SETTLEMENT table if this trade request
results in a trade.
TH_DTS DATETIME Not Null Timestamp of when the trade history
was updated.
TH_ST_ID CHAR(4) Not Null P+ Status t identifi
_ST_ ot Nu FK (ST ) atus type identifier.
2.2.5.8 TRADE_REQUEST

The table contains information about pending limit trades that are waiting for a certain security price

before the trades are submitted to the market.

Table Prefix: TR_

Column Name Data Type Constraints |Relations Description
PK Trade request identifier. This value will
TR_T_ID TRADE_T Not Null be used for processing the pending limit
FK(T) order when it is subsequently triggered.
Trade request type identifier; identifies
TR_TT_ID CHAR(3) Not Null FK(TT_) the type of trade.
TR_S_SYMB CHAR(15) Not Null FK (S.) Security symbol of the security the
customer wants to trade.
Not Null Quantity of security the customer had
TR QTY SQTY.T >0 requested to trade.
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Column Name Data Type Constraints |Relations Description

Price the customer wants per unit of

TR_BID_PRICE S_PRICE.T Not Null security that they want to trade. Value of
>0 zero implies the customer wants to trade
now at the market price
TR_B_ID IDENT_T Not Null FK (B_) Identifies the broker handling the trade.

2.2.5.9 TRADE_TYPE
The table contains a list of valid trade types.
Table Prefix: TT_

Column Name Data Type Constraints |Relations Description

Trade type identifier: Values are: “TMB”,
TT_ID CHAR(3) Not Null PK “TMS”. “TSL”, “TLS”", and “TLB".

Trade type name. Examples “Limit
TT_NAME CHAR(12) Not Null Buy", "Limit Sell", "Market Buy", "Market
Sell", “Stop Loss”.

Not Null if this is a “Sell” i i
TT IS_SELL BOOLEAN . ot Nu Lif thls isa %ell type transaction. 0 if
ino,1 this is a “Buy” type transaction.
Not Null 1 if this is a market transaction that is
ot Nu submitted to the market exchange
TT_IS_MRKT BOOLEAN in0,1 emulator immediately. 0 if this is a limit
transaction.

The contents of the TRADE_TYPE table are shown below for readability, since the TT_ID values are used
elsewhere in the specification.

TT_ID TT_NAME TT_IS_SELL TT_IS_MRKT
TLB Limit-Buy 0 0
TLS Limit-Sell 1 0
TMB Market-Buy 0 1
T™MS Market-Sell 1 1
TSL Stop-Loss 1 0

2.2.6 Market Tables
This group of tables contains information related to the exchanges, companies, and securities that create
the Market.

2.2.6.1 COMPANY
The table contains information about all companies with publicly traded securities.

Table Prefix: CO_

Column Name Data Type Constraints |Relations Description
CO_ID IDENT_T Not Null PK Company identifier.
Company status type identifier.
CO_ST_ID CHAR(4) Not Null FK (ST) Identifies if this company is active or
not.
CO_NAME CHAR(60) Not Null Company name.
CO_IN_ID CHAR(2) Not Null FK (IN_) Industry identifier of the industry the

company is in.
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Column Name Data Type Constraints |Relations Description

CO_SP_RATE CHAR(4) Not Null Company's credit rating from Standard
& Poor.

CO_CEO CHAR(46) Not Null Name of Company's Chief Executive
Officer.

CO_AD_ID IDENT_T Not Null FK (AD_) Address identifier.

CO_DESC CHAR(150) Not Null Company description.

CO_OPEN_DATE DATE Not Null Date the company was founded.

2.2.6.2 COMPANY_COMPETITOR

This table contains information for the competitors of a given company and the industry in which the
company competes.

Table Prefix: CP_

Column Name Data Type Constraints |Relations Description
CP_CO_ID IDENT_T Not Null P C identifi
mpan en er.
_CO_ _ ot Nu FK (CO_) ompany i ifier
CP_COMP_CO_ID IDENT T Not Null PK+ Company identifier of the competitor

FK (CO_) company for the specified industry.

Industry identifier of the industry in
PK+ which the CP_CO_ID company
CP_IN_ID CHAR(Q2) Not Null considers that the CP_COMP_CO_ID
FK (IN_) company competes with it. This may not
be either company’s primary industry.

2.2.6.3 DAILY_MARKET

The table contains daily market statistics for each security, using the closing market data from the last
completed trading day. VGenLoader will load this table with data for each security for the period
starting 3 January 2000 and ending 31 December 2004.

Table Prefix: DM_

Column Name Data Type Constraints |Relations Description

DM_DATE DATE Not Null PK+ Date of last completed trading day.
DM_S_SYMB CHAR(15) Not Null EII?ES ) Security symbol of this security.
DM_CLOSE S_PRICE_T Not Null Closing price for this security.
DM_HIGH S_PRICE_T Not Null Day's High price for this security.
DM_LOW S_PRICE_T Not Null Day's Low price for this security.
DM_VOL S COUNT_T Not Null Day's volume for this security.

2.2.6.4 EXCHANGE
The table contains information about financial exchanges.

Table Prefix: EX_

Column Name Data Type Constraints |Relations Description

Exchange identifier. Values are, "NYSE",
EX_ID CHAR(6) Not Null PK "NASDAQ", "AMEX", "PCX".

EX_NAME CHAR(100) Not Null Exchange name.
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Column Name Data Type Constraints |Relations Description

EX_NUM_SYMB NUM(6) Not Null Number of securities traded on this
exchange.

EX_OPEN NUM(4) Not Null E);\s[l}ange Daily start time expressed in

EX_CLOSE NUM(4) Not Null E);\s[l}ange Daily stop time, expressed in

EX_DESC CHAR(150) Description of the exchange.

EX_AD_ID IDENT_T Not Null FK (AD_) Mailing address of exchange.

2.2.6.5 FINANCIAL

The table contains information about a company's quarterly financial reports. VGenLoader will load this
table with financial information for each company for the Quarters starting 1 January 2000 and ending
with the quarter that starts 1 October 2004.
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Table Prefix: FI_

Column Name Data Type Constraints |Relations Description
PK+ . s
FI_CO_ID IDENT_T Not Null Company identifier.
FK (CO_)
FI_YEAR NUM(4) Not Null PK+ Year of the quarter end.
Not Null Quarter number that the financial
FI_QTR NUM(1) . PK+ information is for: valid values 1, 2, 3,
in1,2,34 4

FI_QTR_START_DATE DATE Not Null Start date of quarter.

FI_REVENUE FIN_AGG_T Not Null Reported revenue for the quarter.

FI_NET_EARN FIN_AGG_T Not Null Net earnings reported for the quarter.

FI_BASIC_EPS VALUE_T Not Null Basic earnings per share reported for
the quarter.

FI_DILUT EPS VALUE_T Not Null Diluted earnings per share reported
for the quarter.

FI MARGIN VALUE_T Not Null Profit divided by revenues for the
quarter.

FI_INVENTORY FIN_ AGG_T Not Null Value of inventory on hand at the end
of the quarter.

FI_ASSETS FIN AGG_T Not Null Value of total assets at the end of the
quarter.

FI_LIABILITY FIN_AGG_T Not Null Value of total liabilities at the end of
the quarter.

FI_OUT_BASIC S_COUNT_T  |Not Null Average number of common shares
outstanding (basic).

FI_OUT_DILUT S_COUNT_T  |Not Null Average number of common shares
outstanding (diluted).

2.2.6.6 INDUSTRY
The table contains information about industries. Used to categorize which industries a company is in.
Table Prefix: IN_
Column Name Data Type Constraints |Relations Description
IN_ID CHAR(2) Not Null PK Industry identifier.
Industry name. Examples: "Air Travel",
IN_NAME CHAR(50) Not Null "Air Cargo", "Software", "Consumer
Banking”, "Merchant Banking", etc.
IN_SC_ID CHAR(2) Not Null FK (SC_) Sector identifier of the sector the
industry is in.
2.2.6.7 LAST_TRADE

The table contains one row for each security with the latest trade price and volume for each security.

Table Prefix: LT _

Column Name Data Type Constraints |Relations Description
PK .
LT_S_SYMB CHAR(15) Not Null FK (S.) Security symbol.
LT DTS DATETIME Not Null Date and timestamp of when this row
was last updated.
LT_PRICE S _PRICE_T Not Null Latest trade price for this security.
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Column Name Data Type Constraints |Relations Description

LT_OPEN_PRICE S _PRICE_T Not Null Price the security opened at today.
Volume of trading on the market for this

LT_VOL S COUNT_T Not Null security so far today. Value initialized to

2.2.6.8 NEWS_ITEM

The table contains information about news items of interest.

Table Prefix: NI_

Column Name Data Type Constraints |Relations Description

NI_ID IDENT_T Not Null PK News item identifier.

NI_HEADLINE CHAR(80) Not Null News item headline.

NI_SUMMARY CHAR(255) Not Null News item summary.

BLOB(100000) Large object containing the news item or

NLITEM or BLOB_REF Not Null links to the story.

NI DTS DATETIME Not Null Date and time the news item was
published.

NI_SOURCE CHAR(30) Not Null Source of the news item.

NI_AUTHOR CHAR(30) Author of the news item. May be null if
the news item came off a wire service.

2.2.6.9 NEWS_XREF

The table contains a cross-reference of news items to companies that are mentioned in the news item.

Table Prefix: NX_

Column Name Data Type Constraints |Relations Description
PK+
NX_NIL_ID IDENT_T Not Null News item identifier.
FK (NL)
PK+ Company identifier of the company (or
NX_CO_ID IDENT_T Not Null one of the companies) mentioned in the
FK(CO_) news item.

22.610 SECTOR

The table contains information about market sectors.

Table Prefix: SC_

Column Name Data Type Constraints |Relations Description
SC_ID CHAR(Q2) Not Null PK Sector identifier.
Sector name. Examples: “Energy”,
SC_NAME CHAR(30) Not Null “Materials”, “Industrials”, “Health Care,
etc.

22.611 SECURITY

This table contains information about each security traded on any of the exchanges.

Table Prefix: S_
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Column Name Data Type Constraints |Relations Description

S_SYMB CHAR(15) NotNull  [PK Security symbol used to identify the
security on "ticker".
Security issue type. Example:

S_ISSUE CHAR(6) Not Null "COMMON", "PERF_A", "PERF_B",
etc.
Security status type identifier.

S_ST ID CHAR(4) Not Null FK (ST) Identifies if this security is active or
not.

S_NAME CHAR(70) Not Null Security name.

S_EX_ID CHAR(6) Not Null FK (EX) Exchange identifier of the exchange
the security is traded on.

S_CO_ID IDENT_T Not Null FK(CO)  |Company identifier of the company
this security is issued by.

S NUM_OUT S COUNT_T Not Null Number of shares outstanding for this
security.

S_START_DATE DATE Not Null Date security first started trading.

S_EXCH_DATE DATE Not Null Date security first started trading on
this exchange.

S PE VALUE_T Not Null Current §hare price to earnings per
share ratio.

S_52WK_HIGH S_PRICE_T Not Null Security share price 52-week high.

S_52WK_HIGH_DATE  |DATE Not Null Eiagt}f of security share price 52-week

S_52WK_LOW S _PRICE_T Not Null Security share price 52-week low.

S 52WK_LOW_DATE DATE Not Null E;?;e of security share price 52-week
Annual Dividend per share amount.

S_DIVIDEND VALUE_T Not Null May be zero, is not allowed to be
negative.
Dividend to share price ratio. Value is

5_YIELD NUM(,2) Not Null in percent. Example 10.00 is 10%

227 Dimension Tables

This group of tables includes 4 dimension tables that contain common information such as addresses and
zip codes.

2.2.7.1 ADDRESS
This table contains address information.

Table Prefix: AD_

Column Name Data Type Constraints |Relations Description
AD_ID IDENT_T Not Null PK Address identifier.
AD_LINE1 CHAR(80) Address Line 1.
AD_LINE2 CHAR(80) Address Line 2.
AD_ZC_CODE CHAR(12) Not Null FK (ZC_) Zip or postal code.
AD_CTRY CHAR(80) Country.
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22.7.2 STATUS_TYPE

This table contains all status values for several different status usages. Multiple tables reference this table
to obtain their status values.

Table Prefix: ST _

Column Name Data Type Constraints |Relations Description
ST_ID CHAR(4) Not Null PK Status type identifier.
Status value. Examples: "Active",
ST_NAME CHAR(10) Not Null "Completed”, "Pending", “Canceled” and
"Submitted”.

The contents of the STATUS_TYPE table are shown below for readability, since the ST_ID values are used
elsewhere in the specification.

ST_ID ST_NAME
ACTV Active
CMPT Completed
CNCL Canceled
PNDG Pending
SBMT Submitted

2.2.7.3 TAXRATE
The table contains information about tax rates.

Table Prefix: TX_

Column Name Data Type Constraints |Relations Description
Tax rate identifier. Format - two letters
TX_ID CHAR(4) Not Null PK followed by one digit. Examples: “UST’,
‘CAT.
TX_NAME CHAR(50) Not Null Tax rate name.
TX_RATE NUM(6,5) Not Null Tax r?.te, between 0.00000 and 1.00000,
>=0 inclusive.

2274 ZIP_CODE

The table contains zip and postal codes, towns, and divisions that go with them.
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2.3

24

Table Prefix: ZC_

Column Name Data Type Constraints |Relations Description

ZC_CODE CHAR(12) Not Null PK Postal code.

ZC_TOWN CHAR(80) Not Null Town.

ZC_DIV CHAR(80) Not Null State or province or county.

Implementation Rules

The Data Definition Language (DDL) statements contained in the TPCx-V Benchmark Kit create the

schema to conform to this specification. After creating disk space to hold the data, the Test Sponsor must
run the VDb/pgsql/scripts/linux/setup.sh shell script, which creates and populates the schema on the
provided disk space. This section describes what rules are followed by the DDL that implements the
schema. The only changes allowed to the implementation rules are those defined in Clauses 1.5.7 and
1.5.8.

For full details of the Implementation Rules, see Appendix 10.1.

TPCx-V Database Size and Table Cardinality

The transaction load generated to service customer accounts and to interact with financial markets drives
the throughput of the TPCx-V benchmark. To increase the throughput, more customers and their

associated data must be configured. The cardinality of the CUSTOMER table is the basis of the TPCx-V
database size and scaling. CUSTOMER table cardinality is determined based on the transaction
throughput metric requirements defined in Clause 5.6.7.

Configured Customers means the number of customers (with corresponding rows in the associated
TPCx-V tables) configured at database generation.

Active Customers means the number of customers (with corresponding rows in the associated TPCx-V
tables) that are accessed during the Test Run. Active Customers may be a subset of Configured
Customers that were loaded at database generation.

The TPCx-V benchmark has three types of sizing requirements for its tables:

e Fixed Tables are tables that always have the same number of rows regardless of the database size
and transaction throughput. For example, TRADE_TYPE has five rows.

e Scaling Tables each have a defined cardinality that has a constant relationship to the cardinality of
the CUSTOMER table. Transactions may update rows from these tables, but the table sizes remain
constant.

e Growing Tables each have an initial cardinality that has a defined relationship to the cardinality of
the CUSTOMER table. However, the cardinality increases with new growth during the benchmark
run at a rate that is proportional to transaction throughput rates.

Comment: The HOLDING and HOLDING_SUMMARY tables are considered Growing Tables. Rows are
added to and deleted from the HOLDING and HOLDING_SUMMARY tables during the benchmark
execution, but the average size of the tables continues to grow at an insignificant rate during Steady

State. The TRADE_REQUEST table is also considered a Growing Table because it is initially empty and
at runtime grows to an average size that is a fixed relationship to the transaction throughput rates and
not to the cardinality of the CUSTOMER table.
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24.1.1

24.1.2

2413

2414

2415

24.1.6

2417

24.1.8

Initial Database Size Requirements

The test database must be initially populated using data generated by VGenLoader. By definition, the
TPC provided VGenLoader produces the correct number of rows for each table. The test database must
be built including the initial database population and User-Defined Objects present immediately prior
to the first Test Run.

The initial database population is based on the number of customers. The benchmark Sponsor selects
the CUSTOMER table cardinality, based on the desired transaction throughput. Clause 5.6.8.4 defines
the Nominal Throughput for a given number of rows in the CUSTOMER table. The minimum number
of rows for the CUSTOMER table in each database is 5000. The size of the CUSTOMER table can be
increased in increments of 1000 customers. A set of 1000 customers is known as a Load Unit.

The overall Load Unit count, based on Clause 5.6.8.4, shall be proportioned among the Groups and
Tiles as specified in Clause 4.3.4.2. Each of VM2 and VM3 in a Group must be initially populated with
the same number of Load Units. The initial database populations of all Group 1 databases in all Tiles
are required to be equal. The number of Load Units in the initial database population in a database in
Groups 2, 3, and 4 must be 2, 3, and 4 times the number of Load Units in a Group 1 database,
respectively. The minimum aggregate number of Load Units is (50 X Tile count) with Tile count
calculated from formulas in Clause 4.3.4.1. Since the size of the CUSTOMER table in a Group 1
database may be increased only in increments of 1,000 customers, the aggregate number of Load Units
may only be increased in increments of (10 X Tile count) Load Units.

The Growing Tables are populated with an initial set of rows sufficient to enable all benchmark
Transactions to run.

The Scale Factor is the number of required customer rows per single Transactions-Per-Second-V. The
Scale Factor for Nominal Throughput is 500.

The Initial Trade Days (ITD) is the number of Business Days used to populate the database. This
population is made of trade data that would be generated by the SUT when running at the Nominal
Throughput for the specified number of Business Days. The number of Initial Trade Days is 125.

The number of Load Units configured in each database must be equal to the number of Load Units
actually accessed during the Test Run.

The following variables are used as an aid in defining TPCx-V table cardinalities:

Variable Table Description

customers |[CUSTOMER Number of rows in the CUSTOMER table.

Number of rows in the CUSTOMER_ACCOUNT table. Equal to 5 *

CUSTOMER_ACCOUNT
accounts — customers.

Number of trade rows in the TRADE table. The trades number is
trades TRADE equal to 7200 * cuStomers (125 days of initial population at SF =
500).

Number of settled trade rows in the SETTLEMENT table. The settled
number is equal to frades.

settled SETTLEMENT

Number of rows in the COMPANY table. There are a fixed 5,000

companies |COMPANY companies.

Number of rows in the SECURITY table. There are a fixed 6,850

Securities SECURITY securities.

TPC Express Benchmark™ V (TPCx-V) Specification, Revision 2.1.9 - Page 70 of 271



2419  The following rules are used by VGenLoader to calculate the cardinalities of the Scaling Tables and
Growing Tables. The VGen package uses random number generators to set the number of rows for
relationships such as securities per account and, as a result, the cardinality of some TPCx-V tables can

only be approximated.

Table Variable Used Rule
60% have just the customer as the executor
38% have the customer and 1 other executor
ACCOUNT_PERMISSION | accounts 2% have the customer and 2 other executors
Avg. is ~1.42 * accounts
ADDRESS customers companies(5,000) + EXCHANGE(4) + customers
BROKER customers 0.01 * customers (or 1 broker per 100 customers)
CASH_TRANSACTION settled ~0.92 * settled (84% of buys and 100% of sells are cash)
COMPANY companies 1* companies
COMPANY_COMPETITOR  (companies 3* companies
CUSTOMER_ACCOUNT customers 5* customers
CUSTOMER_TAXRATE customers 2 * customers
DAILY MARKET securities fﬁfgggﬁga’;sl)ﬁ% (5 years of 5-day work weeks with
FINANCIAL companies companies * 20 quarters (5 years)
HOLDING settled ~0.07955 * settled (assumes ITD = 125 and SF = 500)
HOLDING_HISTORY settled ~1.3331 * seftled (assumes ITD = 125 and SF = 500)
HOLDING_SUMMARY accounts ~9.9234 * accounts (assumes I'TD = 125 and SF = 500)
LAST_TRADE securities 1* securities
NEWS_ITEM companies 2 * companies
NEWS_XREF companies 2* companies
SECURITY customers 1* Securities
SETTLEMENT settled 1* sefttled
TRADE customers 7200 * customers = (ITD * 8 * 3600) / SF) *
customers
~((2 rows per market trade) * 0.6)
TRADE_HISTORY settled ((g rows per limit trade) * 0.4)
Averageis (2.4 * settled)
TRADE_REQUEST 0
WATCH_LIST customers Each customer has one watch list (1 * customers)
WATCH_ITEM customers Average=100 items per watch list * customers

2.4.1.10 The following list contains the cardinality of Fixed Tables.

Fixed Tables Cardinality Cardinality Formula
CHARGE 15 |5 trade types * 3 customer tiers
COMMISSION_RATE 240 |4 rates * 4 exchanges * 5 trade types * 3 customer tiers
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COMPANY 5,000 5,000 companies
COMPANY_COMPETITOR 15,000 |3 * companies
DAILY_MARKET 8,939,250 (1,305 days (5 years) * Securities
EXCHANGE 4 |4 exchanges
FINANCIAL 100,000  [companies * 20
INDUSTRY 102|102 industries
LAST_TRADE 6,850 |securities * 1
NEWS_ITEM 10,000 |companies *2
NEWS_REF 10,000 companies * 2
SECTOR 12 12 sectors
SECURITY 6,850 |securities*1
STATUS_TYPE 5 |5 status types
TAXRATE 320 320 tax rates
TRADE_TYPE 5 |5 trade types
ZIP_CODE 14,741  |14,741 zip codes

2.4.1.11 The following list contains the cardinality of the Scaling Tables for the minimum of 5,000 customers
Scaling Tables Cardinality Cardinality Formula
CUSTOMER 5,000 Scaled based on transaction rate
CUSTOMER_TAXRATE 10,000 customers *2
CUSTOMER_ACCOUNT 25,000 accounts = (5 * customers)
ACCOUNT_PERMISSION ~35,500  |accounts * (Average of ~1.42 permissions per account)
ADDRESS 10,004 companies (5,000) + EXCHANGE (4) + customers
BROKER 50  |customers *0.01
WATCH_LIST 5,000 customers *1
WATCH_ITEM ~ 500,000 |customers * (Average of ~100 Secufities per watch list)

2.4.1.12 The following list shows the initial cardinality of the Growing Tables for the minimum of 5,000

customers, ITD-125, and SF=500.

Growing Tables Cardinality Cardinality Formula

CASH_TRANSACTION ~33,120,000  |~0.92 * settled (84% of buys & 100% of sells are cash)
HOLDING ~2,844,000  |~0.07955 * settled (assumes ITD = 125 and SF = 500)
HOLDING_HISTORY ~47,916,000  |~1.3331 * seftled (assumes ITD = 125 and SF = 500)
HOLDING_SUMMARY ~248,900 ~9.9234 * gccounts

SETTLEMENT 36,000,000 |1 * settled

TRADE 36,000,000  [(ITD *8hr/day * 3600sec/hr * customers) /SF)
TRADE_HISTORY ~86,400,000 ~(2.4 * trades)
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24.2

2421

2422

TRADE_REQUEST 0 0

Test Run Database Size Requirements

The following list shows the increase in rows per second for the Growing Tables (except for
TRADE_REQUEST) during a Test Run. The rate of growth may decline after running for a large
number of days.

Table Name Cardinality Formula
CASH_TRANSACTION ~0.92 * (customers/SF)
HOLDING ~0.040 * (customers/SF)
HOLDING_HISTORY ~1.344 * (customers/SF)
SETTLEMENT 1*(customers/SF)
TRADE 1* (customers/SF)
TRADE_HISTORY ~2.4* (customers/SF)

The TRADE_REQUEST table is empty at the start of a Test Run and does grow at first during runtime,
but it soon reaches a cardinality that is dependent on recent performance and not on the length of the

Test Run. The approximate cardinality of TRADE_REQUEST during the Steady State portion of a Test
Run can be estimated as ~24 rows * Measured Throughput (see Clause 5.6.8.1). Considerable variation
in this cardinality is possible both while running and at the end of a Test Run.

The test database must be built to sustain the Reported Throughput during a Business Day. This
means that test database must have a Business Day’s worth of additional space for data, index and log
online. This excludes performing on the database any operation that does not occur during the
Measurement Interval.
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3.1

311

3.1.1.1

3.1.1.2

3.1.1.3

3.1.14

3.1.2

Input from Driver » TPCx-V Logic / \
Frame Call =—t—>
Frame 1
Frame Return <———
TPCx-V Logic 1
: 1 DBMS
TPCx-V Logic —_— -
Frame Call =—t+—>
Frame N
Frame Return <———\_ y
Output to Driver < TPCx-V Logic N /J

CLAUSE 3 TRANSACTIONS

Introduction

The core of each TPCx-V Transaction runs on the Database Server, but the logic of the Transaction
interacts with several components of the benchmark environment. This section defines all aspects of the

Transactions, including side effects on other components of the benchmark environment.

Definitions

A Transaction is composed of VGenTxnHarness and of the invocation of one or more Frames. The
Trade-Cleanup Transaction is an exception. Sponsors may but do not have to run the Trade-Cleanup
Transaction from VGenTxnHarness.

The VGenTxnHarness is the TPC provided transaction logic, which the Sponsor is not allowed to alter.
The VGenTxnHarness is implemented in a manner that precludes the consolidation of multiple
Frames within a Transaction.

A Frame is the TPC-provided Transaction logic, which is invoked as a unit of execution by the
VGenTxnHarness. The database interactions of a Transaction are all initiated from within its Frames.

Legend
(__7PC Provided )

[Commercial Produc]t

/ (VGenTxn Harness \ TPCx-V Transactions \

Frames Interfacing with the Harness and the Database

A Database Transaction is an ACID unit of work.

Database Footprint Definition

This Clause describes the format used to specify the Database Footprint of each Transaction in this
benchmark.
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3.1.2.1

3.1.2.2

3.1.2.3

The Database Footprint of a Transaction is the set of required database interactions to be executed by
that Transaction.

Each Database Footprint is presented in a tabular format where the columns specify the following:

e The first column denotes either one of the database tables defined in Clause 2.2 or the words
“Transaction Control” that denotes the entire Transaction. The last row defines the overall
Transaction.

e The second column denotes one of the following:

o A specific column name of a database table as defined in Clause 2.2.

o The string “# rows” that specifies the exact number of rows containing all columns of a
database table. For example, “2 rows” indicates two complete rows of a database table.

o The string “Row(s)” that specifies a variable number of rows containing all columns of a
database table.

e The remaining columns correspond with each of the Frames of the Transaction and contain the
database interactions or Transaction control operations required to be executed in that Frame.

The following table is an example of the Database Footprint of a Transaction.

Example Database Footprint
Frame
Table Column
1 2% 3=
CA_BAL Reference
CUSTOMER_ACCOUNT CA_C_ID Return
CA_TAX_ST Return
H_PRICE Return
H_QTY Modify
HOLDING
Row(s) Remove *
1 row Add *
TRADE_HISTORY 1 row Add
Transaction Control Start Rollback * Commit

o For the last row of the Database Footprint where the words “Transaction Control” appears, each
column corresponds to one of the transaction Frames. The content of the columns denote which
Transaction control operations occur in that Frame. The possible Transaction control operations are
as follows:

o The word “Start” indicates that the specified Frame contains a control operation that starts
a Database Transaction. The start of a Database Transaction can only occur in a Frame
where the word “Start” is specified.

o The word “Rollback” indicates that the specified Frame contains a control operation that
rolls back the Database Transaction. The explicit rolling back of a Database Transaction
can only occur in a Frame where the word “Rollback” is specified.

The word “Commit” indicates that the specified Frame contains a control operation that commits a
Database Transaction. Commit is a control operation that:

¢ Isinitiated by a unit of work (a Transaction)

e Isimplemented by the DBMS
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e Signifies that the unit of work has completed successfully and all tentatively modified data are
to persist (until modified by some other operation or unit of work)
o Upon successful completion of this control operation both the Transaction and the data are
said to be Committed. The explicit committing of a Database Transaction can only occur in
a Frame where the word “Commit” is specified.

Comment: Multiple Transaction control operations may occur within the same Frame. For example,
a Transaction that consists of a single Frame would have both “Start” and “Commit” in its Database
Footprint column corresponding with Frame 1.
¢ For remaining rows of the Database Footprint the column corresponding to each Frame contains the
access method required for the table column listed in that row. The possible access methods are as
follows:
o The word “Reference” indicates that the TPCx-V table column is identified in the database
and the content is accessed within the Frame without passing the content of the table
column to the VGenTxnHarness.

o The word “Return” indicates that the TPCx-V table column is referenced and that its
content is retrieved from the database and passed to the VGenTxnHarness. The table
column must be referenced in the same Frame where the word “Return” is specified. The
content of the table column can only be passed to subsequent Frames via the input and
output parameters specified in the Frame parameters.

o The word “Modify” indicates that the content of a TPCx-V table column is modified
within the Frame. The content of the table column can only be changed in a Frame where
the word “Modify” is specified. When the original content of the table column must also

be referenced or returned before it is modified, a “Reference” or a “Return” access method
is also specified.

o The word “Add” indicates that a number of rows are added to the TPCx-V table specified
by the Database Footprint. TPCx-V Table row(s) can only be added in a Frame where the
word “Add” is specified. The number of rows that are added is specified in the second
column of the Database Footprint with either “# row” for a fixed number of rows or
“row(s)” for an unspecified number of rows.

o The word “Remove” indicates that a number of rows are removed from the TPCx-V table
specified by the Database Footprint. Table row(s) can only be removed in a Frame where
the word “Remove” is specified. The number of rows that are removed is specified in the
second column of the Database Footprint with either “# row” for a fixed number of rows
or “row(s)” for an unspecified number of rows.

Comment 1: An asterisk following any item in the column of a given Frame denotes that the
transaction control, the database interactions, or the execution of the entire Frame is conditional. The
VGenTxnHarness defines under which conditions the Frame will be executed.

Comment 2: In the example Database Footprint above, the Database Transaction is started in Frame
1. If Frame 2 is executed the Database Transaction may be rolled back. If Frame 3 is executed the
Database Transaction must be Committed. For the table CUSTOMER_ACCOUNT, the table c